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Abstract. Medical imaging is a critical component of clinical decision-making, pa-
tient diagnosis, treatment planning, intervention, and therapy. However, due to the
shortage of qualified radiologists, there is an increasing burden on healthcare prac-
titioners, which underscores the need to develop reliable automated methods for
interpreting medical images to reduce the time spent on commonplace cases and
to support radiologists on more complex cases. Despite the development of novel
computational techniques, automatically interpreting medical images remains chal-
lenging due to the subtlety and nuance of the patterns to be interpreted as well
as the presence of noise and varying acquisition conditions. One promising solu-
tion to improve the reliability and accuracy of automated medical image analysis
is interactive machine learning (IML), which integrates human expertise into the
model training process. However, IML methods often lack compelling explana-
tions to help users understand how a model is processing an image. To overcome
this limitation, this study introduces a novel approach that leverages active learning
(AL) to iteratively query for high-uncertainty samples while utilizing explanations
from a prototypical part network to improve model classification. The proposed ap-
proach utilizes prototypical parts, which are snapshots of image sections, to deter-
mine an unlabelled image’s class based on the presence of the prototypical parts.
Interaction occurs during the selection of prototypes and the AL phase, where a set
of decision rules is designed to consider the contributions of which combinations
of prototypical parts are the most representative of the unlabeled image output by
the AL. The proposed explainable interactive machine learning (XIL) framework
empowers medical experts to interact with the model’s training process, enabling
more efficient and personalized learning through explanation and interaction.

Keywords. Human-in-the-loop (HITL), Interactive Machine Learning (IML),
Active Learning (AL), Explainable Artificial intelligence (XAI), Explainable
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1. Context

The field of interactive machine learning (IML) has gained significant attention in the
medical field in recent years [3,4,5,6,7]. Training image-based machine learning models
typically relies solely on automated processes to learn patterns and make predictions,
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Figure 1. Basic Interactive Machine Learning (IML) Framework

offering no ability for interaction between the user and the model [7]. In contrast, IML
incorporates human input and feedback into the modelling process, resulting in more
interpretable and domain-specific models [3,4]. A typical IML workflow is presented in
Figure 1, where the model training process is automated and periodically interspersed
with interactions with a user. The user provides feedback to queries posed by the train-
ing process, which is then incorporated into another round of automated model training.
Active learning [8], is a well known example of IML, and aims to reduce the number of
labeled instances required to train machine learning models. However, there is an oppor-
tunity to deepen the interaction between the oracle1 by enabling the system to accom-
pany user feedback queries with model explanations and allowing for more sophisticated
feedback than simple labels in active learning.

The imperative for explainable artificial intelligence (XAI) in medical image analy-
sis is driven by the need for transparency and understandability in model predictions [9].
Techniques such as local interpretable model-agnostic explanations (LIME) and shap-
ley additive explanations (SHAP) have set benchmarks in demystifying model decisions
by attributing predictions to specific features in the input data [10,11]. The integration
of XAI into IML frameworks (XIL) ushers in an era where users can not only interact
with models, but they can also grasp the ’why’ behind model predictions. This is critical
in medical diagnostics, where understanding the rationale for a particular diagnosis or
treatment recommendation can significantly impact patient outcomes and clinician trust
in AI tools.

Another emerging trend in XAI for medical imaging is the use of prototypes. Chen
et al. [12] define a prototype as part of an image that is representative of features that
capture the essential characteristics of a class. To prevent confusion with prior research
that employs the term ”prototype” [13], we adopt the phrase ”prototypical part” to refer
specifically to a portion of an image that captures essential characteristics, rather than full

1A human expert who actively participates in the training process of an Interactive Machine Learning (IML)
model.
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image prototypes. To arrive at a final classification for an unlabelled image, the evidence
of multiple prototypical parts are combined.

Following this discourse, the AIMEE system [14] is one example of a family of
XAI approaches that extract rules from models to help users understand how a model
works, and even provide an opportunity to adapt a model. Systems like AIMEE work
with numerical data only, however. There is though an opportunity to combine the use of
prototypical parts with systems like AIMEE for models that work with medical images.
To illustrate, we could have a rule such as ”IF (prototype A) AND (prototype B) AND
NOT (prototype C) THEN (Class B)”. These rules could then serve to elucidate the
current state of the learned model to a user, who could provide feedback to the learning
process by adjusting the rules accordingly. Our work proposes to build such a system.

To complement the decision rules, we propose implementing interactive methods
for training prototypical parts. The current approach outlined by Chen et al. [12] offers
a relatively static methodology. However, not all prototypical parts may be readily inter-
pretable by human specialists. For example, a model might generate a set of prototypical
parts for specialists to either accept or reject. While rejected prototypical parts still hold
value for the model, they may lack interpretability for human experts and consequently
might not be incorporated into the Interactive Machine Learning (IML) framework. This
setup would empower an oracle to exert influence in the training process by accepting or
rejecting prototypical parts based on their representativeness of the class. This function-
ality offers an opportunity for the system to leverage the expertise of the human oracle,
thereby ensuring the selection of more relevant prototypical parts.

The combination of these approaches AL, prototypical parts, and rule-based ex-
planations—presents a holistic strategy for enhancing machine learning applications in
medical image analysis. By prioritizing interpretability, efficiency, and expert integra-
tion, the framework being built in our work addresses key challenges in the field, offering
a path toward models that are not only technically proficient but also clinically valuable.

2. Research Questions

This research will address the following research questions:
RQ1: When using AL for medical image classification problems, which combi-

nation of model (low, medium or high capacity), data representation (raw images

or bottleneck features from a pre-trained model), and selection strategy (random,

margin or Least-Confidence) leads to the most accurate models with the fewest la-

belled images?

When choosing an AL framework, several key factors come into play. Firstly, the
nature of the dataset is crucial, as different AL strategies excel in different data con-
texts. For instance, uncertainty sampling may shine in image classification datasets, while
ensemble-based AL could be more effective for text data. Additionally, the size of the
dataset matters; some AL methods may require a larger initial labeled dataset to be ef-
fective, while others work well with smaller sets. Model capacity is also a considera-
tion; high-capacity models may need more labeled data and time to converge, whereas
simpler models might suffice with less data. Finally, the choice of sampling and query
strategies—such as uncertainty sampling or query-by-committee—can significantly im-
pact AL effectiveness.
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In terms of classifier effectiveness within AL scenarios, it’s hypothesized that mod-
els capable of learning from few labeled examples are preferable. Pre-trained models
like ResNet50 are anticipated to offer robustness but may be computationally intensive.
To address this, an alternative AL framework is proposed, leveraging bottleneck features
from ResNet50 combined with a Random Forest classifier. Additionally, shallow Convo-
lutional Neural Networks (CNNs) are seen as promising due to their flexibility in archi-
tecture and training. This study aims to validate these hypotheses by analyzing various
AL frameworks and classifiers, offering insights into optimal combinations for different
dataset characteristics.

RQ2: How can interpretable decision rules based on prototypical parts (rather

than feature values) be created to improve model interpretability?

In order to generate informative explanations, an XIL system will necessitate inter-
pretable explanations, such as decision rules or rankings of feature importance that are
understandable by humans.the process begins by translating the prototypical parts into
a vector space. This enables a direct mapping of decision rules to specific prototypes or
their combinations. The mapping would guide the network in emphasizing certain pro-
totypes over others based on the decision rules. For example, if a decision rule indicates
a particular feature is highly indicative of a class, the prototypes corresponding to that
feature could be weighted more heavily in the classification process.

Additionally, the feedback mechanism from AIMEE, where users can edit or pro-
pose new rules, could be used to refine the set of prototypes uses. If a user identifies
a prototype that does not contribute effectively to classification or misses a critical as-
pect, the network could be adjusted to incorporate this feedback, either by modifying the
existing rule or learning new ones that better capture the user-defined rules.

RQ3: How can decision rules be modified by users based on the presence or ab-

sence of prototypical parts and incorporated as user feedback into an Explainable

interactive Machine Learning (XIL) framework?

In addressing this question, the focus is on enabling user engagement with deci-
sion rules in medical image classification within the XIL framework. Challenges include
simplifying complex rules without losing effectiveness, designing intuitive interfaces,
establishing effective feedback mechanisms, ensuring model interpretability, and tech-
niques to incorporate revised rules back into a model. By prioritizing user interaction and
overcoming these challenges, we aim to enhance the transparency and interpretability of
machine learning models in medical image classification.

RQ4: To what extent can the integration of IML enable the discovery of more

human interpretable prototypes?

In the initial pool of labeled data, prototypes are established to harness domain
knowledge for the model. However, these prototypes, while valuable, may not always be
interpretable to the user. To bridge this gap, a prototype ranking system is introduced,
prioritizing user interpretability. Prototypes less clear to users remain important to the
model’s functionality but are sidelined during user interactions. By enabling user interac-
tion with the prototypes, allowing them to rank these based on interpretability, the model
ensures that users are presented with prototypes that are meaningful and understandable.
This strategy aims to balance domain significance with user interpretability, ensuring that
engagement with decision rules always yields interpretable prototypical parts.
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Table 1. The summary of results, measured by the Area Under Learning Curve (AULC), shows the best
performing approach highlighted in bold

Representation Model Sampling Strategy PnemoniaMNIST BloodMNIST DermaMNIST OrganMNIST3D FractureMNIST3D

Bottleneck Features Random Forrest
Random
Margin
Least-Confidence

0.8270
0.8295
0.8284

0.6399
0.7144
0.6341

0.6649
0.6783
0.6789

0.6529
0.6456
0.6531

0.4351
0.4109
0.4273

Raw Image ResNet50
Random
Margin
Least-Confidence

0.7960
0.8614

0.8452

0.9194
0.9302

0.9262

0.6892
0.6919
0.7134

0.9027
0.9211

0.9180

0.4329
0.4283
0.4542

Raw Image Shallow CNN
Random
Margin
Least-Confidence

0.8213
0.7879
0.8333

0.7421
0.6571
0.7488

0.6562
0.6587
0.6602

0.7121
0.7558
0.7307

0.4098
0.3922
0.4073

3. Methodology

Early work has addressed RQ1 and designed an experiment aimed to assess the perfor-
mance of pool-based active learning using various combinations of query strategies (ran-
dom, margin, and Least-Confidence), model representations (raw image and bottleneck
features), and model types (random forest, 5-layer CNN, and ResNet50). The raw image
representations were resized to 224x224 and were used as input for the medium and high
capacity models. To ensure a balanced representation across all classes, the AL work-
flow began by selecting an initial subset of labeled images consisting of 20 samples in all
studies. Instead of relying on human agents for labeling, a synthetic approach was used
to simulate adding a labels to images per iteration. During each of 240 iterations, the
four most informative unlabeled instances were labeled and added to the dataset based
on the chosen query strategy. The test set, which had already been split by the authors of
MedMNIST [15], was used to evaluate the model’s generalization on unseen data at each
iteration. Performance evaluation was based on two metrics: the area under the learning
curve (AULC) and accuracy (ACC) after 100 iterations. The process was repeated for
each combination of query strategy, model representation, and model type

4. Results

This experiment aimed to determine the most effective combination of model represen-
tation, model capacity, and query strategies for active learning (AL) scenarios involving
medical images. Our experiment involved two image representations (bottleneck feature
and raw image representations) and three model architectures (Random Forest (low ca-
pacity), a 5-layer CNN (medium capacity), and a ResNet50 (high capacity)). We em-
ployed three query strategies, namely Random, Margin, and Least-Confidence, to iden-
tify the most informative data points for labeling.

The results, summarized in Tables 1 and 2, reveal that the high-capacity ResNet50
model using raw image representation, coupled with either the margin or least-confidence
query strategies, consistently achieved superior performance compared to other combi-
nations.

In summary, our study highlights the effectiveness of employing ResNet50 with
raw image representations in AL scenarios. This approach achieves impressive accu-
racy while requiring significantly fewer labeled samples compared to benchmark models.
Furthermore, our findings underscore the importance of selecting the appropriate query
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Table 2. The summary of results, measured by the Accuracy metric (ACC %), shows the best performing
approach highlighted in bold.

Representation Model Sampling Strategy PnemoniaMNIST BloodMNIST DermaMNIST OrganMNIST3D FractureMNIST3D

Bottleneck Features Random Forrest
Random
Margin
Least-Confidence

83.02
84.13
83.33

62.76
73.66
61.36

65.97
68.07
67.98

68.03
68.52
68.53

40.83
39.58
42.08

Raw Image ResNet50
Random
Margin
Least-Confidence

79.81
87.82

86.70

93.74
96.66

96.14

69.02
72.15
72.76

87.51
93.12

92.89

43.75
40.41
45.00

Raw Image Shallow CNN
Random
Margin
Least-Confidence

83.81
80.81
86.86

77.05
67.52
79.63

63.48
63.91
64.66

75.78
81.76
82.13

37.08
40.83
40.41

Benchmark ResNet50 85.70 95.60 73.1 85.70 49.40
Shallow CNN 83.20 79.42 68.54 81.93 40.12

strategy for optimal AL performance. The preferred strategy may vary depending on the
image types and regions, as evidenced by our results. Moving forward, we plan to in-
corporate both Least-Confidence and Margin-based query strategies in future studies to
ensure robustness and generalizability across different datasets and to investigate the use
of different pre-trained model architectures, especially those targeted at medical images.

5. Future Work

The future work and completion plan outlined in this section focuses on addressing three
key research questions related to improving model interpretability and incorporating hu-
man feedback in the context of medical image analysis. RQ2 aims to explore the creation
of interpretable decision rules based on prototypical parts, rather than feature values,
to enhance model interpretability. The plan involves integrating the ProtoPNET algo-
rithm into the IML framework and adapting the AIMEE framework to generate decision
rules based on prototypes. This approach aims to define clear conditions for prototypi-
cal parts in unlabeled images, thereby improving the interpretability of the model. For
RQ3, the objective is to investigate how decision rules can be modified by users based
on the presence or absence of prototypical parts and incorporated as user feedback into
an XIL framework. The plan involves exploring how oracles can modify decision rules
based on prototypes to build more trustworthy models using domain expertise. This ap-
proach aims to refine the model’s output to increase the expert’s understanding and es-
tablish trust during the decision-making process. Finally, RQ4 seeks to assess the extent
to which the integration of IML can enable the discovery of more human-interpretable
prototypes. This involves incorporating IML approaches into prototype discovery algo-
rithms to involve human experts during the generation of prototypical parts. The aim is to
identify more human-interpretable prototypes, thereby enhancing the applicability, trust,
and interpretability of the models.
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