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Abstract. The integration of artificial intelligence (AI) into various domains offers 
promising opportunities for innovation and growth. However, alongside these 
benefits, there is a growing recognition of the potential societal impacts and ethical 
concerns associated with AI deployment. Addressing these considerations requires 
a shift towards more human-centred approaches to AI development, emphasising 
the importance of understanding humans and societal dynamics. My doctoral 
research explores the concept of Human-Centred Artificial Intelligence (HCAI) 
especially within the context of smart manufacturing, where AI technologies play a 
pivotal role in optimising production processes. By facilitating collaboration 
between humans and AI systems, often referred to as hybrid human-AI intelligence, 
organisations can enhance productivity while ensuring worker satisfaction and 
safety. This research proposal outlines a comprehensive investigation into HCAI 
design and development, aiming to identify novel techniques for integrating human 
and AI expertise effectively. Through a combination of theoretical analysis and 
empirical studies conducted in real-world manufacturing environments, this 
research seeks to contribute to the advancement of HCAI and facilitate the 
responsible deployment of AI systems in manufacturing and beyond.  
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1. Context 

In recent years, there has been a strong integration of artificial intelligence (AI) into 
various domains and systems [2]. On one hand, AI holds promise of new types of 
applications and business opportunities [11]. On the other hand, the nature of AI as well 
as the domains of integration can even lead to undesired societal impact like unfair 
treatment or discrimination of minority groups or privacy violations [3][11][14]. 
Addressing these AI-related considerations requires innovative approaches to AI 
development with more focus on the human factors, and human-AI interaction in diverse 
application areas [27][30]. Human-Centred Artificial Intelligence (HCAI) is a term 
referring to various individual, societal, and ethical considerations related to the 
development of AI [2][5][37]. Following the long traditions of human-centred design 
(HCD), HCAI emphasises the importance of putting humans and various societal 
considerations in the centre of the development [2][16]. This includes the basic starting 
points of understanding user needs and the contextual factors of system design, as well 
as introduces new ones that are particular to AI as technology [2][8][16][20][24].  
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Manufacturing is one domain where the integration of AI is strong [6][13].  
Demographical reasons and the increasing demand for improved production efficiency 
are steering the transformation within the manufacturing domain towards smart 
manufacturing [6][9][26]. In this trend, companies are facing significant technological 
advancements regarding digitalisation, data analytics, and automation, enabled by 
advances in AI and the availability of big data [7][14][27][32]. Manufacturing industry 
is under pressure for more effective production and associated challenge of redesigning 
both their business processes and their work organisation. Human-AI collaboration is 
one of the facilitators of more effective productivity in smart manufacturing. In this new 
form of interaction, humans are paired with AI to work towards common goal [39]. In 
this collaboration both entities bring their unique strengths and intelligence to enhance 
the productivity of the collaboration [6][9][10][32]. Therefore, it can be referred as 
hybrid human-AI intelligence as well [38]. My research aims to contribute to the 
advancement HCAI and hybrid human-AI intelligence. Specifically, I am investigating 
what HCAI design and development requires, and novel techniques for integrating 
human and AI expertise in a way that truly supports effectiveness and enhances worker 
satisfaction and safety. By combining theoretical analysis with empirical studies in real-
world manufacturing environments, I aspire to develop innovative solutions that 
empower human workers and AI systems to collaborate effectively towards common 
goals. This research proposal outlines the theoretical framework, research methodology, 
and potential contributions of the study, followed by a detailed research plan.  

 
The topic of HCAI is relatively novel, however, a large body of literature on topic exists. 
My work will be based on academic papers related to the main factors of HCAI, like 
HCAI design [2][3][5][17][20][22][25][27], explainability [1], transparency [18], 
responsibility [15], fairness [14], ethics [19], and human control [36][37]. 
 
In addition to academic papers, the industry [21][24], organisations [11], and designers 
[8][24] have participated to HCAI design and development by publishing toolkits, 
guidance, and information on the topic. These tools and recommendations are more 
practical, aimed for the AI designers and developers. These are going to be 
acknowledged in my thesis as well.  

2. Objectives and research questions 

The main objectives of my thesis research are to understand what should be 
acknowledged in the development of AI that is human-centred. I concentrate on the AI-
related factors, investigating what impact they have on the user and the society. Based 
on this understanding, I propose tools and guidance for the companies in AI design and 
development, to support them to develop AI solutions that are human centred. In addition, 
I am set to investigate ways how to support and guide companies in ways that are suitable 
for different development practises. I am approaching the objectives of this doctoral 
thesis with two key research questions:  

1. What are the considerations, challenges, and relevant building blocks regarding 
HCAI development? 

2. How to facilitate the design of HCAI and human-AI collaborations?    
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By addressing these research questions, this doctoral study aims to contribute to both 
academic scholarship and practical integrations of AI for designers and developers. The 
findings of this research are expected to provide valuable insights for AI designers and 
developers to facilitate the development of AI solutions that are truly designed for the 
humans. This can promote the adoption of AI technologies and enhance the effectiveness 
and trustworthiness of AI systems in the face of AI-enabled future. I will build the 
answers to the research questions via five studies that support each other and form 
coherent understanding answering to the main research question. The different studies 
forming my thesis are described in the next chapter. 

3. Studies, methods, and evaluation 

I am combining different qualitative research methods to seek answers to my research 
problem [4][35]. I am using human-centred approach, so I will involve the target users 
to my studies when possible, and I will try to have at least one iteration rounds for each 
study. In addition, I am evaluating the proposed tools and guidelines with the target users 
[16][28].  
 
STUDY 1 – Human-Centred AI Design in Reality: A Study of Developer Companies’ 
Practices 
Despite a strong interest in HCAI in academic research, there is little research-based 
understanding of how the new AI-related requirements and principles manifest in 
practise in AI development. Hence, my first study has its objectives in understand how 
HCAI is currently addressed in AI development practises in developer companies. This 
exploratory research is motivated by the goal of forming new knowledge on how the 
human-centred design practices are realised in the context of developing AI applications.  
To gain in-depth understanding of their development practices and to understand how 
HCAI principles manifest in the current practices of AI development, I conduct an 
interview study of practitioners from 12 AI developer companies in Finland.  
Participating companies represent a variety of domain areas and company settings. The 
AI applications these companies develop vary from automated sensor-based applications 
to recommendation systems.  
 
STUDY 2 – Towards a Human-Centred Artificial Intelligence Maturity Model  
My second study is investigating how to realise HCAI when designing systems that 
utilise novel computational tools and require consideration of increasingly broad set of 
requirements, spanning from fairness and transparency to accountability and ethics. I am 
set to understand what kind of tools could be useful for the companies, so that they could 
be adoptable and adaptable to various development practises. The objective of this study 
is to support the HCAI development practices in companies for the humans to have AI 
solutions that are efficient, trustworthy, and safe. Hence, I propose a maturity model for 
HCAI (HCAI-MM). In this study, I present the first phase of the model development, in 
which the central building blocks of HCAI are specified. I then propose model’s first 
phase, in which the central building blocks of HCAI are specified. Initial company 
requirements for the model's structure and content are evaluated with semi-structured 
interviews with four AI developers.   
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Study 3 – Human-AI Collaboration in Smart Manufacturing: Concepts and Framework 
for Design  
With the integration of AI and data in manufacturing, there is a shift from humans merely 
interacting with technology to actively collaborating with it, especially with AI-enabled 
agents. This shift brings changes in work practices, tasks, and organisations. I believe 
that it is important to understand the key concepts to acknowledge and address in the 
design of effective human-AI collaborations for smart manufacturing. As the objective 
of this study is to understand and identify what are the key concepts to acknowledge in 
the design of human-AI collaboration in smart manufacturing, I choose a scoping 
literature review as a study method. Based on the identified concepts, I propose a human-
AI collaboration framework that offers an initial basis for the design of human-AI 
collaborative systems for smart manufacturing. 
 
Study 4 – Human-AI Collaboration in Smart Manufacturing: Design Method and 
Guidelines 
Human-AI collaboration in smart manufacturing is a growing trend, and this 
collaboration should be designed appropriately so that it truly effective and supports 
operator’s well-being. In study 4, I am set to understand what kind of design method and 
design guidelines could support manufacturing companies to design human-AI 
collaborations. Building on the identified key concepts and the framework of the study 
3, I will develop a design method acknowledging the required HCAI factors and the key 
concepts to address in human-AI collaboration. I will approach the study objectives with 
interviews with company representatives and designers, in order to understand the user 
needs. I am evaluating the proposed methods and guidelines with real uses cases from 
manufacturing companies related to the research topic. 
 
Study 5 – Human-Centred Artificial Intelligence Maturity Model for Smart Industry 
HCAI and its requirements might be unfamiliar to manufacturing companies, as they are 
still finding their ways to work with AI. Main objectives of this study are to investigate 
how will adoption of AI transform work practises, the organisation, and the society, and 
to understand how organisations will need to change to accommodate a changing 
workforce with evolving preferences. By building on the preliminary maturity model 
from the study 2, I am aiming to build model that is appropriate to practical use and helps 
companies to reach a higher maturity in HCAI and to support HCAI practises in smart 
manufacturing. The model provides two perspectives:  

1) "Organisational HCAI Awareness" – to develop HCAI maturity / HCAI 
awareness and understanding in the organisation  

2) "HCAI in products and services" – product development capabilities to develop 
AI that is human-centred and HCAI ways of working in Smart Manufacturing 

 
Objectives of this study is to support companies to increase their understanding and 
awareness in HCAI and to support then to reach higher by offering appropriate and 
concrete guidance how to develop their HCAI capabilities and that way their maturity 
regarding HCAI. The model will be based on the building blocks presented in the study 
2. However, I am adapting that model to smart industry domain, and the domain related 
factors must be understood and included to the model. In addition, to build a maturity 
model that truly would be beneficial and useful for the companies, I must understand the 
company needs. Hence, I will conduct interviews with manufacturing companies and AI 
developers. The proposed tools I will evaluate with the AI developers and smart 
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manufacturing companies, to test its usefulness and effectiveness. The evaluation will be 
conducted via interviews to understand the designer and the company perspective for the 
proposed model.  

4. Preliminary results 

The timeline for my thesis January 2022 – December 2025. Figure 1 shows the timeline 
of my thesis and steps taken and planned steps.  
 

 
Figure 1. Timeline and the steps of my thesis. 

 

In study 1 I investigated companies’ views and practices regarding the development of 
AI applications, with a specific focus on human-centred viewpoints of the practices. Our 
study shows that the requirements of HCAI are not well acknowledged currently in AI 
development. In addition, AI development practices can lean heavily on the experience, 
methods, and tools familiar from regular SD practices even though data and uncertainty 
are AI-related factors that require new capabilities, roles, and tasks. These are the real-
life struggles we are aiming to create guidance and support for the companies with the 
following studies. Hence, there is a need for a usable and informatic tool that can be used 
to support HCAI development in companies.  

In study 2, I reviewed related literature and identified the following HCAI factors 
to acknowledge in HCAI development: (i) work with AI uncertainty, (ii) user control and 
human-AI collaboration, (iii) ethical development and use: transparency, accountability, 
fairness, and (iv) trustworthiness: explainability and transparency to build trust between 
the user and AI. These factors will serve as a building block of the model created in study 
5. In addition, the results of the interviews showed that companies prefer short, 
compressed information in a check-list form with a possibility to get more information 
on the topic if needed. They also hope to get targeted tasks and tools related to certain 
AI product or projects. These insights serve as a starting point for the study 5.  

In Study 3, I reviewed related literature and identified six key concepts related to 
the human-AI collaboration in smart manufacturing: goal, agent team, skills, task, system, 
and communication. Based on these concepts, I proposed a human-AI collaboration 
framework that presents the key concepts and their relations and offers an initial basis 
for the design of human-AI collaborative systems for smart manufacturing. These 
concepts serve as a base for developing the human-AI collaboration guidelines in study 
4. 

5. Discussion 

The integration of AI into various domains has been accelerating in recent years, 
promising new applications and business opportunities while also raising concerns about 
potential societal impacts such as unfair treatment, discrimination, and privacy violations. 
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This integration extends deeply into the manufacturing industry, where the pressure for 
more effective production has catalysed a transformation toward smart manufacturing. 
Human-AI collaboration emerges as one of the key facilitators in smart manufacturing. 
This symbiotic relationship, often referred to as hybrid human-AI intelligence, holds the 
promise of revolutionising the manufacturing landscape by augmenting human 
capabilities and improving operational efficiency. As companies embrace technological 
advancements facilitated by AI, there emerges a critical need to ensure that these systems 
are developed with a human-centric approach, considering the well-being of end-users, 
and addressing ethical concerns. HCAI offers a framework for addressing these 
challenges by emphasising the importance of placing humans and societal considerations 
at the core of AI development. As we explore deeper into the development of HCAI and 
hybrid human-AI intelligence in the manufacturing sector, several key considerations 
appear. Firstly, there is a need to develop innovative techniques for integrating human 
and AI expertise seamlessly. This involves designing AI systems that complement 
human skills and adapt to diverse working environments, thereby fostering a harmonious 
collaboration between humans and machines. Additionally, ensuring the effectiveness 
and safety of human-AI interactions requires comprehensive training and support 
mechanisms for workers to navigate these novel work arrangements successfully. My 
research aims to address these challenges and contribute to the advancement of HCAI 
and hybrid human-AI intelligence in manufacturing. By combining theoretical insights 
with empirical studies conducted in real-world manufacturing environments, I seek to 
develop actionable solutions that empower human workers and AI systems alike. 
Through a holistic approach encompassing HCD, ethical considerations, and 
technological innovation, I aim to pave the way for a future where humans and AI 
collaborate synergistically, driving sustainable growth and innovation in the 
manufacturing industry.  By prioritising workers well-being, ethical considerations, and 
effective human-AI collaboration, we can harness the transformative potential of AI 
while mitigating its associated risks, thereby creating a more inclusive, sustainable, and 
productive future for all stakeholders involved.  

5.1. Future work 

Building on the insights of the studies included to my doctoral research, in the future it 
would be beneficial to develop comprehensive toolkit for the HCAI design in 
manufacturing domain. This toolkit should include instructions, tools, and concrete 
guidelines to support appropriate HCAI and human-AI collaboration to fully benefit the 
new technological systems and to offer positive user and customer experience. Objective 
is to map and understand HCD requirements in manufacturing and to understand how to 
support companies to understand and gather their clients’ needs for a more tailored, 
engaging experience for their customers.  
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