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Abstract. In human-machine teams, the strengths and weaknesses of both team
members result in dependencies, opportunities, and requirements to collaborate.
Managing these interdependence relationships is crucial for teamwork, as it is ar-
gued that they facilitate accurate trust calibration. Unfortunately, empirical research
on the influence of interdependence on trust calibration during human-machine
teamwork is lacking. Therefore, we conducted an experiment (n=80) to study
the effect of interdependence relationships (complete independence, complemen-
tary independence, optional interdependence, required interdependence) on human-
machine trust calibration. Participants collaborated with a virtual agent during a
simulated search and rescue task in teams characterized by one of the four inter-
dependencies. A machine-induced trust violation was included in the task to facili-
tate dynamic trust calibration. Results show that the interdependence relationships
during human-machine teamwork influence perceived trust calibration over time.
Only in the teams with joint actions (optional and required interdependence) does
perceived trust in the machine not recover to its initial pre-violated value. How-
ever, results show that the correlation between perceived trust in the machine and
machine trustworthiness is strongest in these teams with joint actions, suggesting
a more accurate trust calibration process. Overall, our findings provide some first
evidence that interdependence relationships during human-machine teamwork in-
fluence human-machine trust calibration.
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1. Introduction

Humans and intelligent machines increasingly work together as teammates on complex
tasks such as manufacturing and firefighting [1]. Machines often outperform humans
concerning rapid, rational, and repetitive decision-making, whereas humans are usually
better at handling uncertainty and unexpected situations [2]. These separate strengths and
weaknesses of humans and machines result in different dependencies, opportunities, and
requirements to collaborate [3]. The ultimate goal of human-machine teams is to harness
the combination of strengths of both humans and machines to accomplish what neither
can do alone [4].
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Several factors determine the success of human-machine teams, for example, ef-
fectively managing the interdependence relationships between both team members [5].
Another crucial determinant is appropriate human trust in machines, meaning that they
know both the potentials and limitations of machines [6,7]. A lack of appropriate trust
(i.e., over- or under-trust) is one of the main reasons for the disuse and misuse of ma-
chines. This lack can be corrected by a trust calibration process over time and repeated
interactions, allowing humans to adjust their expectations of the machine’s reliability
and trustworthiness [6,7,8]. During the trust calibration process, repairing trust violations
caused by machine errors is more difficult than building trust initially [9,10].

It is argued that interdependence relationships between humans and machines fa-
cilitate the assessment of trustworthiness of intelligent machines and accurate trust cal-
ibration by humans [11]. However, there is a lack of empirical research on the exact in-
fluence of interdependence on trust calibration in human-machine teams. For example,
how different interdependence relationships during human-machine teamwork influence
the trust calibration process over time is unknown. Therefore, this study investigates how
complete independence, complementary independence, optional interdependence, and
required interdependence influence human-machine trust calibration. To do this, we con-
ducted a user study where participants collaborated with a virtual agent during a simu-
lated search and rescue task in teams characterized by one of the four interdependencies.

2. Background

2.1. Interdependence in Human-Machine Teams

Interdependence relationships are the complementary relationships humans and ma-
chines rely on to manage dependencies during joint activities [3,12]. Joint activities con-
cern situations in which the actions of humans depend on those of machines (and vice
versa) over a sustained sequence of actions and towards a shared goal [3]. These joint ac-
tivities are characterized by required, optional, complementary, or no dependencies be-
tween humans and machines, caused by their capabilities to execute actions individually
and assist each other during action execution [3].

When humans and machines can both execute actions independently while collab-
orating towards a shared goal, they are hardly dependent on each other. On the other
hand, complementary dependencies between humans and machines exist when each can
only execute their unique actions that contribute to completing the overall task. Optional
dependencies stem from recognizing opportunities to be more efficient when executing
actions jointly rather than independently [2,3]. Finally, required dependencies originate
from both team members’ lack of knowledge, skills, abilities, and resources to compe-
tently execute an action independently, but the potential to assist each other to execute
the action jointly [2,3]. This distinction between complete independence, complemen-
tary independence, optional interdependence, and required interdependence essentially
forms a hierarchy in coordination, dependencies, and strength of the interdependence
relationship [2,3]. As these different interdependence relationships heavily affect mu-
tual reliance and dependencies, they play a critical role in the trust relationship between
humans and machines [11].
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2.2. Trust in Human-Machine Teams

An early definition of trust is believing that someone or something else will act in your
best interest and accepting vulnerability to this person’s or entity’s actions [13]. So, there
is a trusting party (the trustor) and a party to be trusted (the trustee) [13]. Here, trust can
be considered as the trustor’s perception of the trustee’s trustworthiness [7,14]. Trust is
critical in all circumstances where people are in any way dependent on other’s actions,
and thus more relevant in high-risk situations [7,13]. More specifically, more trust is
required when the perceived risk of relying on someone or something else is higher [13].
We believe that interdependence influences the perceived risk associated with relying on
someone or something else and, thus, indirectly, how much trust is required during the
relationship. For example, relying on someone who can execute actions you can not is
less risky than relying on someone to execute actions jointly.

Instead of blindly trusting machines, human-machine trust must be appropriate [7].
Human-machine trust is appropriate when the human’s trust in the machine is equal to the
machine’s actual trustworthiness [7,15]. This match between trust and trustworthiness in-
volves both trusting trustworthy machines and distrusting untrustworthy machines. When
appropriate trust is directly caused by information about the actual trustworthiness of the
machine, this is called warranted appropriate trust [16,17]. Fostering appropriate trust is
crucial as a lack of appropriate human-machine trust can cause over- or under-trust in
and over- or under-reliance on machines, potentially resulting in detrimental outcomes
[6,7,18,19]. Fostering appropriate trust involves a process of trust calibration that cor-
rects for over- and under-trust over time and repeated interactions, allowing humans to
adjust their expectations of the machine’s reliability and trustworthiness [6,7,8].

During the trust calibration process, human-machine trust is rarely stable but instead
changes over time based on past and current interactions [27,28,29,30]. Decreases in
human-machine trust resulting from machine-induced trust violations can have lasting
effects and are hard to recover from [29,30]. To this end, machines can deploy several
trust repair strategies to repair human trust after they damage or violate it [9,30,31,32].
The most commonly used trust repair strategies include apologies, denials, explanations,
and promises [29,33,34]. The impact of these trust repair strategies on human trust has
been mixed, with studies showing positive, no, or even negative effects [34,35]. Moder-
ating factors might explain these mixed results, such as the timing of the repair strategy,
violation type, and violation severity [9,34]. One general result, however, seems to be the
effectiveness of machine apologies for restoring trust [9,36,37]. Adding an explanation
to the apology can even amplify this effect [9,38].

Explanations are not merely a trust repair strategy but also one of the primary meth-
ods for fostering appropriate human-machine trust. They specifically aim to make in-
telligent machines more transparent and understandable to humans [7,20,21]. Examples
include machine explanations, confidence scores, and uncertainty communication, pro-
viding information about the capabilities and limitations of machines and how and why
they make decisions [22,23,24]. Prior literature has shown that these forms of machine
transparency can improve appropriate trust in machines [22,23,24,25,26].

2.3. Interdependence for Trust Calibration in Human-Machine Teams

In addition to machine explanations, it is argued that interdependence relationships also
play a critical role in the trust calibration process [11]. In order to do so, interdependence
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relationships need to be supported by observable, predictable, and directable machines
[3,11]. This means that intelligent machines should be transparent and understandable
enough for humans to reasonably rely on them while also allowing humans to influence
their behavior [3,11]. This way, interdependence relationships can support the active
and continuous exploration of trust between humans and machines to ensure that human
assessments are appropriate for achieving the best possible outcomes [11].

As both trust and interdependence relationships involve risk, reliance, and depen-
dencies, it is unsurprising that interdependence and trust are related [12]. Johnson and
Bradshaw [11] argue that interdependence relationships facilitate the assessment of the
trustworthiness of the machine and accurate trust calibration required for developing
warranted appropriate trust. However, interdependence relationships between humans
and machines can vary in terms of coordination and dependencies, such as required or
optional dependencies during joint activities [2,3]. So far, there is a lack of empirical
research on how these different interdependence relationships during human-machine
teamwork influence human-machine trust calibration. Our study will fill that gap by com-
paring how complete independence, complementary independence, optional interdepen-
dence, and required interdependence influence human-machine trust calibration.

3. Method

3.1. Design

We conducted an experiment to investigate the influence of interdependence relation-
ships during human-machine teamwork on human-machine trust calibration. To ensure a
dynamic trust calibration process, we added a trust violation caused by incorrect machine
advice. The experiment had a 3x4 mixed design with time as the within-subjects indepen-
dent variable and interdependence as the between-subjects independent variable. Time
consisted of three conditions (pre-violation, post-violation, post-recovery) and interde-
pendence of four conditions (complete independence, complementary independence, op-
tional interdependence, and required interdependence). As dependent variables, we mea-
sured perceived trust and the appropriate reliance rate at each of the three time points.

3.2. Participants

We recruited 80 participants through personal contacts within the university (29 female
and 51 male participants). Sixty-nine participants had an age range of 18-24 years old,
seven participants of 25-34 years old, one participant of 35-44 years old, two participants
of 45-54 years old, and one participant of 55-64 years old. In terms of education, two
participants went to high school but did not obtain a diploma, 44 participants were high
school graduates, nine participants obtained some college credit but no degree (yet), one
participant obtained an Associate degree, 19 participants obtained a Bachelor’s degree,
and five participants obtained a Master’s degree. Concerning gaming experience, 11 par-
ticipants had no experience at all, 19 participants had a little, nine participants had a
moderate amount, 22 participants had a considerable amount, and 19 participants had a
lot. All participants signed an informed consent form before participating in the study,
approved by the ethics committee of our institution (ID 3002). Since each participant

R.S. Verhagen et al. / The Influence of Interdependence on Trust Calibration 303



was assigned to one of the four interdependence conditions, it was essential to control
for gender, age, education, and gaming experience between these conditions. Results
showed no significant differences between interdependence conditions for any of the de-
mographic factors gender (χ2 (3) = 3.62, p = 0.31), age (W = 1.23, p = 0.75), education
(W = 3.94, p = 0.27), and gaming experience (W = 0.86, p = 0.84). Therefore, we did
not further control for these demographics during data analysis.

3.3. Hardware and Software

To run this experiment, we used a laptop and the Human-Agent Teaming Rapid Exper-
imentation (MATRX) software, a Python package for facilitating human-agent teaming
research (https://matrx-software.com/). The laptop was used to launch our two-
dimensional grid world created using MATRX. All subjective measures were collected
using Qualtrics, while all objective measures were automatically logged using MATRX.

3.4. Environment

We built a MATRX world consisting of 14 areas, 26 collectable objects, 12 obstacles,
and one drop zone (see Figure 1 for part of the world). Furthermore, we added an au-
tonomous virtual agent (RescueBot) and a human agent (controlled by the participants)
to our world. We designed an environment in which these two agents had to collaborate
during a search and rescue task. To ensure an inclusive and realistic victim representa-
tion, we created the following eight victim types making up the world’s collection goal:
girl, boy, woman, man, older woman, older man, cat, and dog. In addition, we created
three injury types: critical, mild, and healthy. Injury type was represented by the color
of the victims, where red reflected critically injured, yellow mildly injured, and green
healthy victims. Eight of the 26 victims were either mildly or critically injured and had to
be delivered at the drop zone, whereas the other 18 were healthy. We also added three ob-
stacle types in front of area entrances: boulder, tree, and stone. Finally, we added flooded
water to the environment, which slowed the agents’ speed as they moved through it.

3.5. Task

The objective of the task was to find the target victims in the different areas and carry
them to the drop zone. Interdependence relationships between humans and RescueBot
were manipulated, resulting in four conditions characterized by unique dependencies [3].
In the complete independence condition, the human and RescueBot could execute all
actions independently (i.e., remove all obstacles and rescue all victims). In the comple-
mentary independence condition, RescueBot could only remove obstacles, whereas the
human could only rescue victims. The other two conditions also included joint actions.
In the optional interdependence condition, the human and RescueBot could execute all
actions independently and jointly. However, joint action execution was four times faster
than independent action execution. In the required interdependence condition, all ac-
tions had to be executed jointly. Independently removing obstacles took four seconds for
stones, eight seconds for trees, and 12 seconds for boulders. Independently rescuing vic-
tims took four seconds for mildly injured victims and eight seconds for critically injured
victims. Participants had ten minutes to complete the task (i.e., drop all victims at the
drop zone) and received points for each victim they rescued. Rescuing critically injured
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Figure 1. Experimenter view of the MATRX world used for our study.

victims added six points to the total score, while rescuing mildly injured victims added
three points, resulting in a maximum possible score of 36 points. Other than points and
rescue time, no other differences existed between mildly and critically injured victims.

During the task, extreme rain hit the MATRX world three times: after two, four, and
six minutes. This rain lasted for ten seconds and if participants did not seek shelter in
one of the areas during the rain, they would lose ten points of their score and their avatar
would freeze until the rain disappeared. The extreme rain merely affected score and time;
it did not affect the victims to be rescued. Before the extreme rain, RescueBot warned
the participants about its severity and correspondingly recommended seeking shelter or
continuing with the search and rescue task. Each message was accompanied by a ping
sound and color highlights to draw attention. After the rain disappeared, RescueBot pro-
vided feedback on whether the advice was correct, and more flooded water was added to
the environment. RescueBot’s first advice was correct. In contrast, RescueBot’s second
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Table 1. Overview of the advice and feedback messages provided by RescueBot during the experiment.

Message type Message content

Advice T1,3 I have detected extreme rain arriving soon and predict it will cause new floods.
I advise you to take shelter in one of the areas as soon as possible, until the rain is over.

Feedback T1,3 My advice was correct, that weather was extreme! If you had (not) taken shelter,
you would (not) have lost mission time due to injuries and 10 points of our score.

Advice T2 I have detected light rain arriving soon but predict it will cause no floods.
I advise you to continue searching and rescuing victims.

Feedback T2 My advice was wrong. The amount of rain was heavy instead of light.
Because of that my flood prediction was incorrect. I am really sorry.

advice was incorrect, provoking a trust violation. Therefore, the following feedback mes-
sage contained a trust repair message explaining what happened and expressing regret
[9]. We included this element of risk to the task because risk and vulnerability are criti-
cal elements of trust [7]. RescueBot’s third recommendation was correct again. Table 1
shows all the advice and feedback messages provided by RescueBot.

3.6. Agent Types

We added two agents to the world: an autonomous rule-based virtual agent (RescueBot)
and a human agent controlled by the participants using their keyboards. RescueBot al-
ways moved to the closest unsearched area during the search and rescue task. Further-
more, it tracked which areas the team had searched, which victims the team had found
and where, and which victims the team had rescued. RescueBot did not execute any re-
moving or rescuing actions autonomously. Instead, it asked the participants to decide
whether to remove obstacles or rescue victims independently or jointly, accompanied by
a summary of the explored areas, found victims, and rescued victims (see Figure 1). This
way, RescueBot’s behavior was consistent for all interdependence conditions.

Both agents could only carry one victim at a time (either independently or jointly),
detect each other within two grid cells, detect and remove obstacles or pick up victims
within one grid cell, and detect walls and doors from anywhere. Both agents could also
communicate using the chat box shown in Figure 1. Using buttons, participants could
share their actions, perceptions, assistance requests, and answers to any questions asked
by RescueBot. RescueBot added the shared information to its memory and adjusted its
behavior correspondingly (e.g., by not moving to the same areas as the participants).

3.7. Measures

We used self-reporting and behavior to measure perceived trust in and demonstrated re-
liance on RescueBot [7]. More specifically, we subjectively measured perceived user
trust in RescueBot using the 5-point Likert scale for trust in explainable artificial intel-
ligence systems [39]. This scale consisted of eight items and measured confidence in
and predictability, reliability, safety, efficiency, wariness, performance, and likeability of
RescueBot. We calculated the mean of these eight items as the final perceived trust score
for each of the three time points separately.

In addition, we objectively logged whether participants followed the advice given
by RescueBot. Based on this data, we calculated the appropriate reliance rate on Res-
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cueBot. Appropriate reliance was defined as appropriate reliance on RescueBot’s correct
advice at T1 and T3 and appropriate non-reliance on RescueBot’s incorrect advice at T2.
Accordingly, we calculated the appropriate reliance rate at each time point by dividing
the number of appropriate (non-)reliance occurrences by the number of received recom-
mendations so far. This way, the appropriate reliance rate was a cumulative variable.

3.8. Procedure

Participants first completed a tutorial to familiarize them with the environment, controls,
and messaging system. Next, participants started the actual experiment. After one minute
and 45 seconds, RescueBot warned the participants about arriving rain and whether to
seek shelter. After two minutes, the rain arrived and lasted for ten seconds. When the rain
disappeared, RescueBot provided feedback on whether its advice was correct. After two
minutes and 20 seconds, the game paused, and participants were asked to fill out the trust
questionnaire for the first time. This cycle of warning, rain, feedback, and trust question-
naire was repeated two more times with similar intervals, with the other warnings arriv-
ing at three minutes and 45 seconds and five minutes and 45 seconds. The whole study
lasted about 30 minutes and was conducted offline.

4. Results

4.1. Perceived Trust and Appropriate Reliance

To investigate the effects of interdependence and time on perceived trust in RescueBot
(Figure 2A), we conducted both a parametric and nonparametric mixed ANOVA. We
conducted both ANOVAs because the assumption of homogeneity of variances for the
parametric mixed ANOVA was slightly violated at T3. Results of the parametric mixed
ANOVA showed a statistically significant interaction between interdependence and time
on perceived trust (F(6, 152) = 2.83, p < 0.025, η2

G = 0.042). Results showed that the
simple main effect of interdependence on perceived trust was not significant at any of the
time points. In contrast, results showed that the simple main effect of time on perceived
trust was significant for complete independence (F(2, 38) = 11.1, p < 0.001, η2

G = 0.18),
complementary independence (F(2, 38) = 9.45, p < 0.005, η2

G = 0.16), optional inter-
dependence (F(1.38, 26.2) = 35.6, p < 0.001, η2

G = 0.37), and required interdependence
(F(1.27, 24.2) = 35.4, p < 0.001, η2

G = 0.50). Pairwise t-test comparisons using a Bon-
ferroni correction revealed significant differences in trust scores between all time points
and for all interdependencies, except between T1 and T3 for complete independence and
complementary independence (Table 2 and Table 3).

To confirm these results, we ran the nonparametric rank-based mixed ANOVA [40].
Again, results showed a statistically significant interaction between interdependence and
time on perceived trust (F(4.56) = 2.29, p < 0.05, effect size = 0.44). These results also
showed that the simple main effect of interdependence was not significant at any of the
time points. Moreover, the results again showed that the simple main effect of time on
perceived trust was significant for complete independence (χ2(2) = 13.40, p < 0.0025,
W = 0.36), complementary independence (χ2(2) = 14.50, p < 0.001, W = 0.34), op-
tional interdependence (χ2(2) = 30.30, p < 0.001, W = 0.76), and required interdepen-
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Figure 2. Interaction plots of the effects of interdependence and time on perceived trust (A) and the appropriate
reliance rate (B). Error bars represent the standard errors.

Table 2. Pairwise t-test and Wilcoxon comparisons for the simple main effect of time on perceived trust for
each interdependence condition. Bold values show the non-significant pairwise comparisons.

Condition Time points Δ mean t p W p
Complete T1 vs. T2 -0.67 3.98 < 0.005 129 < 0.01
independence T1 vs. T3 -0.22 1.66 0.34 109 0.39

T2 vs. T3 +0.45 -3.46 < 0.001 21 < 0.01
Complementary T1 vs. T2 -0.56 4.02 < 0.005 172 < 0.01
independence T1 vs. T3 -0.23 1.59 0.38 146 0.39

T2 vs. T3 +0.33 -3.37 < 0.025 23 < 0.05
Optional T1 vs. T2 -1.06 6.50 < 0.001 207 < 0.001
interdependence T1 vs. T3 -0.66 7.10 < 0.001 208 < 0.001

T2 vs. T3 +0.40 -3.53 < 0.01 16 < 0.01
Required T1 vs. T2 -1.13 6.35 < 0.001 210 < 0.001
interdependence T1 vs. T3 -0.41 4.71 < 0.001 150 < 0.01

T2 vs. T3 +0.72 -5.65 < 0.001 0 < 0.001

dence (χ2(2) = 35.7, p < 0.001, W = 0.89). Finally, pairwise Wilcoxon comparisons us-
ing a Bonferroni correction also revealed significant differences in trust scores between
all time points and for all interdependencies, except between T1 and T3 for complete
independence and complementary independence (Table 2 and Table 3).

To investigate the effects of interdependence and time on the appropriate reliance
rate (Figure 2B), we conducted the nonparametric mixed ANOVA because of not nor-
mally distributed data. Results showed a significant main effect of time on the appropri-
ate reliance rate (F(1.35) = 48.06, p < 0.001, effect size = 1.10). Pairwise Wilcoxon
comparisons using a Bonferroni correction revealed significant differences between the
appropriate reliance rates at T1 and T2 (p < 0.001) and T2 and T3 (p < 0.001).
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Table 3. Descriptive statistics for each combination of time and interdependence condition. M refers to the
mean, MR to the mean rank, SD to the standard deviation, and AR% to the appropriate reliance rate.

Condition Time M (SD) trust MR (SD) trust M (SD) AR% MR (SD) AR%

Complete T1 3.91 (0.50) 153.43 (61.72) 0.65 (0.49) 136.08 (85.88)
independence T2 3.24 (0.68) 82.23 (66.69) 0.53 (0.38) 103.68 (68.37)

T3 3.69 (0.63) 128.00 (70.54) 0.62 (0.31) 121.80 (60.06)
Complementary T1 3.87 (0.44) 147.40 (55.40) 0.80 (0.41) 162.40 (72.02)
independence T2 3.31 (0.53) 85.05 (51.26) 0.53 (0.34) 101.35 (62.34)

T3 3.64 (0.62) 122.95 (66.19) 0.62 (0.27) 120.10 (55.08)
Optional T1 4.19 (0.60) 178.25 (64.27) 0.65 (0.49) 136.08 (85.88)
interdependence T2 3.13 (0.61) 70.58 (55.53) 0.45 (0.32) 87.03 (55.14)

T3 3.53 (0.55) 110.93 (59.77) 0.58 (0.26) 112.88 (53.85)
Required T1 4.14 (0.47) 177.78 (54.32) 0.80 (0.41) 162.40 (72.02)
interdependence T2 3.01 (0.62) 60.60 (58.84) 0.45 (0.22) 82.38 (35.88)

T3 3.73 (0.30) 128.83 (39.17) 0.62 (0.17) 119.85 (37.21)

4.2. Effects of Interdependence on Reliance and Injuries

Next, we investigated if the interaction between interdependence and time on perceived
trust (Figure 2A) could be explained by differences between interdependence conditions
in the number of injuries or how much they relied on RescueBot. Here, the underlying
assumptions were that more reliance could result in more trust [7], and more injuries
(and thus lost points) in less trust. However, the already reported nonparametric mixed
ANOVA only showed a significant main effect of time on the appropriate reliance rate.
Results of another nonparametric mixed ANOVA also showed a non-significant interac-
tion effect of interdependence and time on the general reliance rate (F(3.95) = 0.83, p =

0.51, effect size = 0.26), and non-significant main effect of interdependence on the gen-
eral reliance rate (F(2.96) = 1.77, p = 0.15, effect size = 0.26). Finally, results showed
that all interdependence conditions were homogeneous concerning how often they were
injured by the rain (χ2 (3) = 0.21, p = 0.98), also at T1 (χ2 (3) = 2.26, p = 0.52), T2
(χ2 (3) = 4.80, p = 0.19), and T3 separately (χ2 (3) = 2.35, p = 0.50).

4.3. Accuracy of the Trust Calibration Process

Finally, for each interdependence condition, we compared the trust calibration process
over time with RescueBot’s actual trustworthiness over time, expressed in terms of its
advice accuracy [7,41]. More specifically, RescueBot’s advice accuracy was 100% at T1,
50% at T2, and 67% at T3. For each interdependence condition, we ran a Spearman’s
rank-order correlation to assess the relationship between perceived trust in RescueBot
and advice accuracy of RescueBot. Results showed a statistically significant positive cor-
relation between perceived trust and advice accuracy for complete independence (ρ =

0.42, p < 0.001), complementary independence (ρ = 0.40, p < 0.005), optional interde-
pendence (ρ = 0.60, p < 0.001), and required interdependence (ρ = 0.69, p < 0.001).
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5. Discussion and Conclusion

5.1. Discussion

Our results show that interdependence relationships during human-machine teamwork
influence human-machine trust calibration over time (Figure 2A). Across all interde-
pendence relationships, we observe significant post-violation trust decreases compared
to pre-violated trust (T2 vs. T1) and significant post-recovery trust repairs compared to
post-violated trust (T3 vs. T2). However, only in the teams with joint actions (optional
and required interdependence) we observe a significant post-recovery trust decrease com-
pared to pre-violated trust (T3 vs. T1). In other words, human-machine trust does not
recover to its initial pre-violated value only in the teams with joint actions (Section 4.1).
Since we do not find evidence for an influence of interdependence on reliance or the
number of injuries (Section 4.2), this finding can more likely be attributed to the direct
influence of interdependence relationships on human-machine trust calibration.

The results further indicate that the correlation between perceived trust in Rescue-
Bot and RescueBot’s advice accuracy is significant for all interdependence relationships
but strongest for the teams with joint actions (Section 4.3). This finding supports John-
son and Bradshaw’s claim [11] that interdependence facilitates accurate trust calibration.
However, it also extends the claim by showing that stronger interdependence relation-
ships with joint actions facilitate more accurate trust calibration aligning with Rescue-
Bot’s trustworthiness. This might explain why human-machine trust does not recover to
its initial pre-violated value in the teams with joint actions.

We believe that the perceived risk associated with relying on machines [13] increases
with the strength of the interdependence relationship, and therefore, more trust is neces-
sary for human-machine teams with joint actions. Prior research has shown that under
such conditions of increased trust necessity, over-trust can be promising for trust calibra-
tion [7,42]. Therefore, we speculate that over-reliance on the incorrect advice at T2 re-
sulted in a more accurate trust calibration in the teams with higher trust necessity caused
by joint actions. This might also explain why the stronger interdependence relationships
with joint actions facilitate more accurate trust calibration aligning with RescueBot’s
trustworthiness. However, follow-up research is required to support these hypothesized
relationships between interdependence, risk, (over-)reliance, and trust (necessity).

Finally, we did not find evidence of an effect of interdependence on the calibration
of appropriate human-machine reliance. However, timing was an important distinction
between perceived trust and the appropriate reliance rate, as perceived trust was recorded
after the consequences of reliance behavior. Therefore, it made little sense to compare
the calibration of appropriate reliance with RescueBot’s actual trustworthiness over time,
as participants could not make an informed estimate of its accuracy at T1. All in all, our
results highlight that interdependence relationships are crucial to consider carefully in
human-machine teams as they can influence perceived human-machine trust calibration.

5.2. Limitations and Future Work

We identify a few limitations of our study. First, we only used three time points to reflect
human-machine trust calibration over time, which is a simplified representation. Even
though this representation aided in capturing some critical aspects of the calibration pro-
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cess, the limited temporal scope probably did not capture all nuanced aspects of trust
calibration over time. Therefore, future research could increase the temporal scope of the
study, facilitating a more detailed investigation of the trust calibration process.

Furthermore, we used four distinctive interdependence relationships for our interde-
pendence conditions. Again, this is a simplified representation of human-machine collab-
oration, which is often characterized by a mix of all four relationships [3,43]. However,
using these four distinctive relationships allowed us to examine their unique influence
on trust calibration. Even though human-machine teamwork often involves a mix of all
interdependencies, our results still provide developers with crucial insights. For example,
how violated trust does not recover to its initial value for teams engaged in joint actions
and that these teams demonstrate a more accurate trust calibration.

We identify several directions for future work. For example, investigating the inter-
action between interdependence and trust repair strategy on trust calibration. We spec-
ulate that specific repair strategies work better for certain interdependencies, such as
promises for relationships with joint actions and explanations for independent collabo-
ration. Future work could test these hypotheses by extending our research environment
with different trust repair strategies [29,33,34]. These results could provide valuable in-
sights allowing machines to adapt their trust repair strategies based on interdependence.

Another suggestion for future work is studying the interaction between interdepen-
dence and violation severity on trust calibration. We speculate that more severe violations
will result in higher trust decreases for teams engaged in joint actions. Future work could
test these hypotheses by extending our research environment to include trust violations
of different severity levels, such as machine failure during action execution and incorrect
machine advice. These results could provide valuable insights for developing machines
adapting to interdependence relationships to address trust calibration challenges.

5.3. Conclusion

Our study shows that interdependence relationships during human-machine teamwork
influence human-machine trust calibration over time. During a simulated search and res-
cue task with a machine-induced trust violation, only in teams with joint actions does
perceived trust in the machine not recover to its initial pre-violated value. However,
our findings show that the correlation between perceived human-machine trust and ma-
chine trustworthiness is strongest in these teams with joint actions. This suggests that
these stronger interdependence relationships during human-machine teamwork facilitate
more accurate human-machine trust calibration. Overall, our study presents some first
evidence that interdependence relationships during human-machine teamwork influence
human-machine trust calibration over time. Therefore, it is crucial to consider these re-
lationships carefully during human-machine trust calibration and to conduct follow-up
research on adapting trust repair strategies to interdependence.
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