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Abstract. With the growing integration of chatbots, automated writing tools, game
AI and similar applications into human society, there is a clear demand for artificially
intelligent systems that can successfully collaborate with human partners. This re-
quires overcoming not only physical and communicative barriers, but also those of
fundamental understanding: Machines do not see and understand the world in the
same way as humans do. We introduce the concept of ‘Common Ground’ (CG) as
a possible solution. Using a model inspired on a collaborative card game known as
‘The Game’, we study agents that are instantiated to use different strategies, i.e.,
they each ‘see’ the model world in a different way. Agents work towards a joint goal
that is easy to understand but complex to attain, requiring them to constantly anti-
cipate their partner, which is classically seen as a task requiring active perspective
modelling using a form of Theory of Mind. We show that agents achieving Com-
mon Ground increase their joint performance, while the need to actively model each
other decreases. We discuss the implications of this finding for interaction between
computational agents and humans, and suggest future extensions of our model to
study the benefits of CG in hybrid human-agent settings.

Keywords. Human-AI Collaboration, Common Ground, Theory of Mind, Agent-
based Models, Explainable AI

1. Introduction

With the digital complexity of human society reaching an all-time high, many voices
advocate for increased human control over technology [1,2,3] – a cause that seems ever
more challenging as the amount of data and the complexity of systems to be managed
keeps growing. This necessitates a hybrid approach: humans and Artificial Intelligence
collaborating towards common goals [4].

Human-AI collaboration has its unique challenges to overcome: Machines do not per-
ceive, memorise, reason, etc., in the same way humans do. Here we address the question
how entities that differ in how they ‘see’ the world can successfully interact, collaborate,
and achieve joint goals. In humans, successful collaboration is often credited to actively
modelling the other party’s perspective, using a form of ‘Theory of Mind’ (ToM), the abil-
ity to take someone else’s perspective and make estimations of their knowledge, beliefs,
desires, and intentions [5]. Similarly, it has been argued that AI systems collaborating with
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humans have to be able to understand their partners’ perspectives, through a ‘machine
ToM’ [6,7,8]. However, such active perspective modelling is cognitively expensive and
prone to errors [9,10]. We introduce an alternative perspective offered by Clark [11], who
argues that collaboration does not by default rely on active perspective modelling, but
rather on what he refers to as ‘Common Ground’ (CG). Active modelling, then, is needed
only in cases that deviate from the default created by CG [12].

We use this notion of CG to study how it can support agents in collaboration towards
a joint goal, in spite of their initially different ‘views’ of a model world. We do this
by implementing a version of the card game known as ‘The Game’, in which agents
need to jointly play as many cards as possible, in counting order. Our agents differ in
how they are initialised, such as in eagerness to play their own cards versus being more
accommodating to their partners. This causes variance in their strategic repertoires – they
initially have no ‘strategic Common Ground’. The game is set up such that the agents will
need to coordinate their actions in each turn. This coordination can be achieved either
through constantly modelling the other’s view on the game state, requiring a form of
ToM, or through achieving CG on various aspects. We hypothesise that (I) accounting
for the other’s perspective using a form of ToM increases performance of the agents on a
collaborative task and that (II) establishing CG will retain performance, while decreasing
the need for agents to actively model the other’s perspective.

We start by providing a brief background on CG and ToM, including previous work
that formalised and modelled these phenomena. We then detail our computational agent-
based model, and give an overview of our experimental setup. After this, we explain ‘The
Game’ and how its implementation affected our model considerations. This is followed by
a report and explanation of the results of our experiment, focusing on agent performance
and how this is affected by ToM and CG. We discuss the implications for interaction
between agents and humans, and conclude by suggesting a future extension of our model
to study the benefits of CG in hybrid human-agent settings.

2. Background

2.1. Defining Common Ground and Theory of Mind

We define Common Ground (CG) as information two or more individuals have in common
about a given scenario, and access to the knowledge that they both have this information
[11,13], i.e., ‘reflexive shared knowledge’ (CGφ : φ , Kpφ , Kqφ , ∀p,q(Kp,qKp,qφ)). Part
of CG roots in humans having the same physical structure: They have the same biology
and senses as any friend or stranger. They know that they are all embodied humans,
who need food and sleep to survive, and have hopes, desires, and intentions that drive
them. CG is further shaped through life experiences in a process referred to as grounding
[14,15]. If two individuals grow up in the same country, they share knowledge about its
history, its stories, its people, and its conventions. Moreover, if two individuals share an
interest, they can rely on their knowledge about that interest to model each other. Even
in completely different parts of the world, two people with a love for musical theater are
both familiar with recent Broadway musicals, and once they learn about the other’s love,
they can immediately assume that knowledge of each other.

The concept of Theory of Mind was popularised by Premack and Woodruff when they
researched whether chimpanzees have similar perspective-taking capabilities as humans
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[16]. Research in the ensuing decades showed that ToM is a complex phenomenon that
emerged over millions of years of evolutionary time [17,18] and takes until at least late
adolescence to fully develop in an individual human’s lifetime [19,20,21,22]. The most
well-known evaluation method is the ‘Sally-Anne’ task, in which pre-school children are
asked to evaluate the mental model of a fictional character who had different or partial
access to information in a short story [23]. As humans grow up, their ToM is greatly
shaped by their culture [24,25], which influences how they interpret an event [26,27] and
whether they may view someone’s actions as egocentric or collective-oriented [28,29,30].
ToM is also influenced by receptiveness to cultural differences [31,32]. In this sense, one’s
CG informs their use of ToM, which should factor into models involving ToM and the
establishment of CG.

There is debate over the question whether grounding relies on iteratively modelling
the other’s perspective, which would imply that CG itself relies on higher-order ToM
[33].2 In Clark’s view, which we adopt here, this is not the case. Consider the following:
People living in the same country know on which side of the road to drive and its traffic
rules, and assume this of each other, making it safe to engage in traffic. Here, actions are
successfully coordinated with little active thought. CG comes so naturally that it goes
unnoticed – until there is a hitch. When someone suddenly starts to drive against the
direction of the traffic, potential mismatches in CG come to the surface as people start to
make sense of the situation: “What is this person doing? Do they not know on which side
of the road one needs to drive here? Do they not want themselves and others to be safe?"
The illusion is shattered – not because an active model has been violated, but because
a passive assumption has failed. CG does not result from iteratively modelling others’
perspectives, but forms the basis on which such modelling can take place if needed [12].

2.2. Modelling Theory of Mind and Common Ground

Previous research has shown that agent models can be greatly beneficial to expressing
ToM in a shared setting, be it competitive, collaborative, or a mix thereof [34,35,36,
37,38]. We ground our model in ‘Simulation-ToM’ [39]: Agents implicitly predict their
partner’s perspective in their own behaviour, rather than explicitly representing it in their
reasoning (‘Theory-ToM’3). Work on the ‘Tacit Communication Game’ has shown that
collaboration can be achieved through non-verbal, game action, communication [42]. Our
setting follows the same idea: Agents do not communicate beyond playing their cards.
We are not aware of any existing models in which agents attempt to form CG by our
definition.

3. Methods and Model

We have developed a simulation in which agents play a collaborative counting game by
observing and adjusting their behaviour based on their fellow player’s moves. Agents
implicitly assume that their partner is modelling them in response (inspired by Simulation-

2The argument is that for realising one has CG with the other, one needs to know that the other knows that
one knows, etc., up to the fifth order.

3For a discussion of this classic opposition in the literature on ToM see [40,12] Alternatives to this debate
include narrative practice [41] and multi-systems [5] approaches.

R. van der Meulen et al. / Common Ground Provides a Mental Shortcut in Agent-Agent Interaction 283



ToM [39]). They are initialised to represent different views on the world – they can be
more egocentric, and vary in how receptive they are towards adjusting in the direction
of agents who act differently than they do. We use an existing collaborative card game,
known as ‘The Game’ [43], in which players take turns to try to play every card from their
hand and the deck, in the right order. The goal is to exhaust the full set of cards. Players
are not aware of the order of the cards in a shuffled deck [44] and are not allowed to share
which cards they drew. This makes it an imperfect-information game.

3.1. Experimental Setting and Procedure

Each player takes turns to play at minimum two cards on any of four central ‘piles’, to
either count up (from ‘1’), or down (from ‘100’). Cards that deviate from the top card
by ‘10’ may always be played, regardless of counting direction (an example setup can be
found in Figure 1a). We use the base conditions balanced by the game designers, with an
additional caveat that verbal communication is not allowed: Our setting consists of two
players, who start with 7 cards in hand (each game uses a deck of 98 cards – ranging from
2 to 99). After playing 2 to 7 cards on any of the central piles, a player fills their hand
back up to 7 and passes on their turn. It is important to coordinate actions to ensure that
cards are played before it is too late (Figure 1b). This continues until at minimum one
player can no longer play a card.4 The final score is based on the played number of cards,
so players benefit from modelling the actions and strategies of their partners.

To win ‘The Game’, players establish communication protocols between each other
to ensure they play every card, without knowing each other’s hand. In practice, this
results in player protocols revealing their intentions and considerations: a ‘CG’-based
communication strategy specific to their group. We evaluate the establishment of these
protocols by communication-through-play. This allows us to study CG formation through
observation, rather than active discourse about intentions.5

(a) Example in ‘The Game’. There are increasing
and decreasing piles – and playing a card with a
difference of ‘10’ can reset the counting process.

(b) Player turns: Purple has played ‘53’, ‘50’
on yellow’s ‘57’. Yellow then plays ‘60’, ‘56’,
closing the window for purple’s ‘59’.

Figure 1. Example situations in ‘The Game’, displaying two different game states.

3.2. Model Assumptions and Features

We do not simulate perfectly rational agents [45], as this would predefine a (CG) protocol
and would not emulate human-realistic play [46,47]. Our models learn to score as high as

4If the deck is exhausted, players are allowed to play one card per turn (and they no longer draw cards).
5While purposefully kept out of scope here, such active discourse will be included in future research.
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possible based on a few (unique) starting principles and iterated joint play. We initialised
three settings, for ‘Low’, ‘Medium’ and ‘High’ skill agents, based on how well their
interactions perform at the start of their gameplay. Every agent turn is observed by the
other, who uses its own knowledge about the game to estimate the play-through strategy.
If they see the other agent eagerly playing a lot of cards at the same time, they themselves
likely start doing so as well – likewise, if the other agent plays fewer cards than the agent
would expect, they are likely to act less eager as well. The agents in our model use three
scalable features, based on interviews on human play in ‘The Game’.

• Self-benefit to playing more than the required two cards, based on proximity to the
top card (‘Do I await more information, or is it better game-wise to play now?’)

• Eagerness to play more than two cards given the current partner (‘Do I want to get
rid of my cards before I run the risk of being unable to play them? Do I give them
more room to play cards?)

• Cooperativeness towards setting (‘Does collaboration in its current form work?’).

When an agent plays a card, it finds a balance between the learned self-benefit to play
the card (sBa) and the drive to play cards in a way that benefits collaboration with partner i
(eageri), informed by difference (difc) between the card and the numerically closest card
pile (difference ‘2’ is played more often than one of ‘7’). This results in equilibrium pc
(Eq. (1)). If the resulting collaboration improves performance, agents raise cooperation
coopi (and vice versa). At peak value, self-benefit represents a fully egocentric approach:
play the minimum number of cards, as new information is always better for oneself – it is
raised and lowered based on the score average over 10 rounds. Eagerness both helps the
agent realise that it should play more cards before its partner renders them unplayable,
and helps it realise that it plays cards so often that its partner’s cards become unplayable.
Eagerness is normalised and adjusted with a coopi in both scenarios (up for 5% more
cards - down for 5% fewer cards).

pc : sBa ∗ totalNumCards > eageri ∗difc (1)

Modelling in our model is implicit: Agents observe the actions of their partner, and
slightly adjust their behaviour based on those actions, using ToM to know their partners
do the same. We express this in ‘Eagerness’ (eageri). Successful collaboration entails
correctly estimating when their partner will play a card in a given scenario, and when
they themselves should. This does not mean that each agent has to respond exactly the
same as the other, but it is crucial to align on what to do in a given situation. CG in turn
comes from a state of mutual self-reflection. With the ToM implementation, each agent
continuously updates its model based on observations of its partner. CG is assumed when
an agent both (1) no longer notices a change in its partner’s behaviour (update stop eageri)
and (2) no longer notices a change in the game score resulting from its own behaviour
(update stop sBa). With both of these conditions fulfilled, the agent ‘believes’ everyone
is on the same wavelength about the current joint successful collaboration strategy.

The interactions in our model take place over the course of 100 rounds of 50 games.
As each game consists of one randomly shuffled deck, some games are a lot harder to do
well at than others. Using 50 games per round allows us to determine a decent average for
evaluating our agents’ overall performance. Once an agent detects that CG exists, it stops
updating its behaviour – resulting in it no longer using ToM to strategically align with its
partner, nor adjusting its own self-benefit sBa - we call this CG-established (CG-est).
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4. Results

Running our simulation shows that agents are able to solve the task by observing the
game states and adapting to each other’s playstyles. This leads to them obtaining scores in
the range of 87 - 90 (Figure 2a). As discussed, we have run the simulation under various
settings, resulting in a ‘Low’, ‘Medium’ and ‘High’ skill onset. Agents stabilise towards
successful interaction, despite not communicating beyond playing the cards. We observe
that post-convergence strategies continue to be effective despite every game differing.
The agents themselves do not ‘become’ the same: A successful solution strategy can, f.e.,
involve one agent acting more eagerly to account for its partner’s actions than its partner
acts towards them. We highlight our results in light of our hypotheses below.

Hypothesis I: Accounting for the other’s perspective using a form of ToM increases

performance of the agents on a collaborative task We have compared multiple settings
of initialised agents and their performance at the task. The agents always adapt their
playstyle to account for their agent-partner successfully, and informed changes in eager-
ness (eageri) increase the score (Figure 2a). Doing this in harmony with their partner
results in collaboration: If an agent notices themselves becoming too eager (i.e., starts
playing too many cards compared to their partner), they actively become less eager, to give
their partner space. While the initial scores are generally low, the gameplay after learning
to successfully collaborate results in 87 - 90 points. This is a significant improvement
over an egocentric, self-benefit heavy, approach to the problem, where agents default to a
strategy involving only self-centered play. A paired t-test comparison for 30 rounds using
a collaboration strategy and 30 rounds using an egocentric strategy (Figure 2b) yields
strongly significant results at p < 0.0001 (t = 14.9265, df = 29, sed = 0.174).

(a) Scores over 100 game rounds. Vertical lines in-
dicate the point at which Common Ground is estab-
lished from the perspective of both agents (CG-est).

(b) A comparison for egocentric vs. collaborative
game performance in ‘The Game’.

Figure 2. Figure (a) depicts the score increases over rounds for collaborative agent-agent play; Figure (b)
displays the results of egocentric vs collaborative play.
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Hypothesis II: Common Ground will retain model performance, allowing the agents

to decrease their use of ToM Our models show that the agents can agree on a joint
strategy, once they (1) observe that the behaviour of their agent-partner no longer changes,
and (2) decide that their individual behaviour no longer yields a higher score. This results
in them ‘locking’ their playstyle. Afterwards, the scores remain stable, despite every game
being randomly shuffled (Figure 2a): After establishing CG, agents no longer update their
behaviour by actively modelling their opponent after every round, while the score does not
decline. We can accept Hypothesis II under the condition that the CG is genuine: While
the agents in Figure 2a have all converged to an equilibrium, agents who falsely assume
CG will eventually decline into an egocentrical strategy, losing model performance (this
happens when CG-est does not overlap between agents). We elaborate on this in the
Discussion.

5. Discussion

Our model shows that if there is sufficient CG, the agents no longer need to actively
anticipate the playstyle of their partner (without losing performance). Computationally,
the CG becomes a shortcut to skip the reasoning (update) steps that the agents would
otherwise have to perform. This helps with resolving our aforementioned notion that
actively modelling others is costly [9,48,10]. Forming CG may be a means of decreasing
cognitive workload in human-human and hybrid human-machine interaction as well.

Establishing CG does occasionally fail: If agents only think they have found a solu-
tion strategy that works for both of them, the collaboration approach will eventually fall
back into, or develop towards, egocentrism. This seems realistic, given that even rigid
CG can fail (‘Which side of the road to drive on’, Background section). As agents can-
not communicate about each other’s intentions when an ‘uncharacteristically’ complex
situation arises, establishing CG without communication is quite fragile. Such fragility
especially occurs when the agents perform well in one round, and then perform badly at
a high number of games in the next round.6 The only method for an agent to break the
slow adoption of egocentric strategies is to actively start modelling their partner again.

This drift to egocentrism is illustrated in Table 1. If both agents have established the
two model conditions for CG at the same time, the collaboration remains stable. The more
accurately CG was pinpointed, the longer the collaboration strategy stays in use.7 This
is, however, not guaranteed: e.g., Agent a can falsely assume CG, and stops modelling
agent b. Agent b continues to model agent a, and either fixes a balance that misaligns
with agent a, or never ‘finds’ CG at all. This reinforces the importance of ‘grounding’
whether there actually is CG –– which does rely on ToM.

Table 1. Post-training belief Bi of Agenti in CG with Agent j (CGi, j) – and whether that is actually the case.

Bb(CGa,b), CGb Bb(CGa,b), ¬CGa,b

Ba(CGa,b), CGa Successful collaboration Slow decline towards solo-strategy

Ba(CGa,b), ¬CGa Slow decline towards solo-strategy Rapid decline towards solo-strategy

6This almost happens for the ‘High Skill (Onset)’ (blue) in Figure 2a - rounds 9 to 11. CG is not falsely
established here, because agents are still learning from each other (through eageri). If one of two agents had
concluded that its partner was no longer changing its behaviour as well, the equilibrium would have collapsed.

7Close pinpoint: assuming CG when the partner was about to ‘lock’ its behaviour, but had not done so yet.
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CG in our definition ultimately results from a collaboratively agent-written script
[49]. This can result in imperfect solutions if the situation is more complex than the agents
have managed to perceive. As the agents have stopped modelling each other, they will
never realise that there was a better possible outcome. This fits with current literature that
shows ToM to be mostly useful in more complex scenarios [8]. The CG shortcut results in
a successful but suboptimal outcome that can only be overcome with cognitively complex
and demanding reasoning. We hypothesise that giving our agents the ability to explicitly
communicate about a strategy works as a cost-effective solution to resolve this issue: If
they signal that new experience has taught them there may be a better long-term strategy,
they can break the cycle by agreeing to both adapt. We leave this aspect to be explored in
our future work.

6. Conclusion and Follow-up

We have modelled a counting task known as ‘The Game’ to study how agents that differ
in their initial view on the model world, can reach a successful agent-agent collaboration,
by taking the other’s perspective into account using a form of ToM. We highlight that an
implicit mutual reflection on the success of this collaboration allows for the solution strat-
egy to be ‘fixed’ into a joint strategy – finding Common Ground, which decreases the need
to actively model one’s partner. This is an important step for formalising the relationship
between CG and ToM. Understanding this relationship will in turn help reasoning about
alignment in both agent-agent and agent-human collaborative environments.

The next step is modelling a more nuanced representation of differences between
agents, both on a fundamental (architecture) and acquired (nurture) level. We wish to
see whether our hypotheses still hold if we ask our agents to collaborate with humans
of different backgrounds. Additionally, our agents have a shared goal, but there is no
explicit shared intent [50]: Each agent figures out what their partner is doing, but this
happens implicitly. To speak about true collaboration, the agents have to actively state
their intentions and discuss before one of them takes an action that affects the interaction,
instead of responding based on observations only. This once again seems to indicate that
we need to introduce explicit communication to further develop the impact of our model.

Lastly, we wish to experiment with the formation of CG in other scenarios. This in-
cludes other game settings, but also research tasks more grounded in real-world practice.
‘The Game’ is useful to study the formation of CG, but is limited in its action space:
CG there mostly concerns how many cards to play in any given situation. Social dilem-
mas are more complex than optimising strategic counting, and we wish to show that our
models are similarly capable of handling such situations. One might consider resource
allocation, which is heavily influenced by ToM even in early infancy under both explicit
[51] and hidden conditions [52]. Additional avenues include teaching-related scenarios:
Reaching CG in a teaching scenario through explicit reinforcements in one’s behaviour
[53], instructions about conformity [54], or peer-to-peer teaching [55]. In such ways, we
wish to contribute to a society in which ever-advancing technologies stay aligned with
humans.
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