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Abstract. Decision trees are widely adopted in Machine Learning tasks due to their
operation simplicity and interpretability aspects. However, following the decision
process path taken by trees can be difficult in a complex scenario or in a case where
a user has no familiarity with them. Prior research showed that converting outcomes
to natural language is an accessible way to facilitate understanding for non-expert
users in several tasks. More recently, there has been a growing effort to use Large
Language Models (LLMs) as a tool for providing natural language texts. In this
paper, we examine the proficiency of LLMs to explain decision tree predictions in
simple terms through the generation of natural language explanations. By explor-
ing different textual representations and prompt engineering strategies, we identify
capabilities that strengthen LLMs as a competent explainer as well as highlight po-
tential challenges and limitations, opening further research possibilities on natural
language explanations for decision trees.
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1. Introduction

The high complexity of novel Machine Learning (ML) models is an important factor in
the production of remarkable results since simpler models were not able to achieve the
same level of performance. However, as the models grow, there have been growing con-
cerns due to the opaque nature of widely used black-box algorithms. Among the prob-
lems that arise from the non-transparency are the trustworthiness, fairness, and account-
ability of the models [1]. In this context, the need for an approach to bridge the gap
between the algorithmic perspective and human-centered explanation is evident.

Among key explanatory elements from disciplines such as social sciences and psy-
chology, interactivity has been described as a core value for the implementation of
human-centric explainable AI applications [2]. The explanation process has to be out-
lined as a continuous dialogue between a sender and a receiver, making the user engage
in a conversation [3,4]. More recently, Large Language Models (LLM) have shown an
exceptional ability to generate natural language responses [5]. As such, LLMs emerge
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as a promising tool to maintain an active dialogue with a user whose goal is to better
understand a model decision process.

Decision trees are widely used in classification tasks and recognized for their sim-
plicity, being considered a method interpretable by nature [6,7]. Nonetheless, even with
decision trees with a large number of nodes or if the user is not familiar with trees [8].
Both situations demonstrate the usefulness of having a tool to summarize an explanation
of the decision taken in non-technical terms. In this paper, we explore the capabilities of
LLMs to explain decision trees for non-expert users.

Our contributions are as follows. First, we expand on prior work of generating Natu-
ral Language Explanations for decision trees using LLMs by proposing a general expla-
nation pipeline. We explore prompt engineering strategies to evaluate whether the gen-
erated explanations are coherent, informative, and easy to understand. We also evaluate
how sensible is the LLM to different text representations. Finally, we present further re-
search directions that go toward more human-centered explainable artificial intelligence.

2. Related Works

Generating Natural Language Explanations (NLE) for Machine Learning models has
been an active research topic [9]. Among works that generate NLE, we highlight the
ones that use decision trees as the classifier. López-Trigo et al. [10] developed a pattern-
matching method to generate local and global explanations following specific grammar
rules. As an extension of the previous work, Alonso et al. [11] developed the ExpliClas
web application to provide explanations to the users.

Graviidilis et al. [12] reported a method to generate natural language explanations
by using a Natural Language Generation component in the pipeline. The tree structure is
used to define a plan of action, which is then converted to a set of contextualized rules.
More recently, Ziems et al. [13] used an LLM to generate NLEs for classification from
decision trees trained in a Network Intrusion Detection (NID) problem. The dataset de-
scription, feature descriptions, and textual representation of the decision tree are com-
bined to form an input text which is passed to an LLM to provide explanations.

In this paper, we present a method to generate NLE from decision trees using LLMs
for any task. We extend the work of Ziems et al. [13] by generalizing the pipeline to
further problems, without specific requirements of NID. Moreover, we do not want the
explanation to provide background information or technical answers, nor do we ask for
them. Compared to the mentioned works, our goal is to explore LLM capabilities to
obtain explanations that are easier to understand by a non-expert user.

3. Methodology

There are several steps involved in the process of producing an appropriate natural lan-
guage explanation from an LLM. First, it is important to note that we are not using mod-
els with multi-modal capabilities, as such we only interact with the LLM through textual
inputs. In order to obtain adequate responses, it is necessary to provide a well-structured
prompt that contains all the required information. We construct the input following a se-
ries of subprocesses that leverage values from the task and the instance, supplemented
by information that can improve explanation quality.
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Figure 1. Natural Language Explanation Generation Pipeline

In the general framework, we train a decision tree from the task dataset and then gen-
erate a textual tree representation. Together with task features, classes, and an instance,
we pass them as a prompt to an LLM. This approach is similar to the one present in
Ziems et al. [13], but it is not restricted to Network Intrusion Detection as it was extended
to generate explanations from decision trees trained on any task. Lastly, the LLM outputs
an explanation, which concludes the generation pipeline, as illustrated in Figure 1.

The prompt contains all the relevant information for the LLM to generate the ex-
planation in a textual format. We predefined a prompt pattern to construct the complete
input text by adding specific information from the dataset, tree, and instance. Addition-
ally, we include a demonstration and instructions to guide the LLM in generating the
explanation. Each prompt component is described in detail in the following sections and
a complete example can be found in Table 1.

Dataset Features and Classes. At the beginning of the prompt, we list the dataset
feature names, which are directly extracted from the dataset. The class names comprise
the second input to the prompt pattern. Each dataset may have a different number of
classes and similar to the feature names, class names are not necessarily available. To-
gether with the features, they form the dataset description.

Decision Tree Representation. As a graph, there are many ways to represent a
decision tree. The most common is to use a diagram formed from nodes and directional
edges. However, since we are using textual inputs to the LLM, it is necessary to transform
the tree into a textual representation. Since we do not predefine a tree template, any
externally generated textual representation of a decision tree can be used.

Demonstration. Prior work has shown that LLMs tend to give more appropriate
responses when a demonstration is passed in the prompt [14]. As such, we follow these
suggestions for better prompting and include an example to be used by the LLM as a
guideline for its answer. We created one sample by ourselves which is a depiction of an
expected explanation from a given instance.

Instance Description. The instance textual representation is formed by concatenat-
ing all feature names and their corresponding values, which is automatically done by
the prompt construction script. Therefore, all feature names match exactly the ones that
are present in the dataset description. Note that although the instance values have to be
consistent with the features, it is not required to be a real instance from the dataset.

Instructions. Once again we refer to good prompt engineering strategies [14,5] in
order to obtain more suitable explanations by giving clearer instructions to the LLM.
Similar to Ziems et al. [13], we ask the LLM to avoid mentioning the mechanics of
the tree and answer in natural language. Additionally, we expect all relevant features
to be mentioned, while ignoring unused ones. Finally, we include a sentence to prevent
numbers and favor more general terms like ‘high’ and ‘low’ instead.
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Question. The last part of the prompt is the question itself. At this moment, all de-
scriptions were extracted and additional information was assembled. Then, we finally ask
the LLM to generate explanations that are similar to the demonstration while following
the given instructions. An example of a complete prompt can be found in Table 1.

Table 1. Example of prompt constructed according to the pattern.

C o n s i d e r a d a t a s e t t h a t has t h e f o l l o w i n g f e a t u r e s : s e p a l l e n g t h ( cm ) , s e p a l wid th ( cm ) ,
p e t a l l e n g t h ( cm ) , and p e t a l wid th ( cm ) . Each i n s t a n c e can be c l a s s i f i e d i n t o one of t h e
f o l l o w i n g c l a s s e s : s e t o s a , v e r s i c o l o r , and v i r g i n i c a . A d e c i s i o n t r e e was t r a i n e d on t h e
d a t a s e t and t h e f o l l o w i n g t r e e was o b t a i n e d :
|−−− p e t a l l e n g t h ( cm ) <= 2 . 4 5
| |−−− c l a s s : 0
|−−− p e t a l l e n g t h ( cm ) > 2 . 4 5
| |−−− p e t a l wid th ( cm ) <= 1 . 5 5
| | |−−− p e t a l l e n g t h ( cm ) <= 4 . 9 5
| | | |−−− c l a s s : 1
| | |−−− p e t a l l e n g t h ( cm ) > 4 . 9 5
| | | |−−− c l a s s : 2
| |−−− p e t a l wid th ( cm ) > 1 . 5 5
| | |−−− p e t a l wid th ( cm ) <= 1 . 7 0
| | | |−−− c l a s s : 1
| | |−−− p e t a l wid th ( cm ) > 1 . 7 0
| | | |−−− c l a s s : 2
Given an i n s t a n c e o f t h e i r i s d a t a s e t w i th f e a t u r e s : s e p a l l e n g t h ( cm ) = 3 . 6 , s e p a l wid th (
cm ) = 0 . 8 , p e t a l l e n g t h ( cm ) = 4 . 3 , and p e t a l wid th ( cm ) = 2 . 9 , and a c o n f i d e n c e v a l u e o f
5 7 .81 %, a good e x p l a n a t i o n f o r why t h e i n s t a n c e was c l a s s i f i e d as v i r g i n i c a i s : ’By
e v a l u a t i n g t h e f e a t u r e v a l u e s , i t i s p o s s i b l e t o o b s e r v e t h a t bo th p e t a l l e n g t h and p e t a l
wid th a r e h igh . Th i s means t h a t by f o l l o w i n g t h e d e c i s i o n t r e e pa th , t h e i n s t a n c e s h o u l d be
c l a s s i f i e d as v i r g i n i c a , a l t h o u g h t h e t r e e i s n o t ve ry c o n f i d e n t i n t h i s r e s u l t . ’
An i n s t a n c e has f e a t u r e s : s e p a l l e n g t h ( cm ) = 7 . 3 , s e p a l wid th ( cm ) = 2 . 9 , p e t a l l e n g t h ( cm )

= 6 . 3 , and p e t a l wid th ( cm ) = 1 . 8 .
To answer t h e f o l l o w i n g q u e s t i o n , do n o t r e f e r t o t h e u n d e r l y i n g mechan ics o f t h e d e c i s i o n
t r e e i n any way , and on ly r e f e r t o t h e f e a t u r e s u s i n g n a t u r a l l a n g u a g e . A l l t h e r e l e v a n t
f e a t u r e s must be ment ioned i n t h e answer , b u t f e a t u r e s t h a t were n o t used by t h e t r e e s h o u l d

be i g n o r e d . Moreover , do n o t use any t e c h n i c a l j a r g o n or n u m e r i c a l v a l u e s i n t h e r e s p o n s e
and p r e f e r t o use t e r m s l i k e ‘ high ’ and ‘ low ’ .
P l e a s e e x p l a i n i n s i m i l a r t e r m s why t h e d e c i s i o n t r e e c o n c l u d e d t h a t t h e g i v e n example i s
v i r g i n i c a wi th a c o n f i d e n c e o f 97 .06 %.

4. Experiments

In this section, we show that LLMs are able to generate appropriate explanations in natu-
ral language from decision trees. However, to obtain good explanations, the prompt must
be carefully constructed, since LLMs are known to be sensitive to the input question.
We performed experiments to evaluate different prompt structures until achieving the
one that is presented in Section 3. We also evaluate LLM sensibility to different textual
representations of the prompt components and their influence on the explanation quality.

4.1. Experiment Settings

Following the process described in Section 3, the first step is to train a decision tree given
a task dataset. We used the scikit-learn toolkit [15] to train a decision tree and obtain in-
formation about feature names, class names, and an instance. The experiments have been
performed to evaluate different classification datasets, although we only report results on
“iris” for succinctness. It is important to note that in the scope of this paper, our focus
is not on model performance but rather on the decision tree structure. Any externally
trained decision tree can be used and the same process can be applied to any classification
dataset as long as its textual representation is passed to the prompt construction.
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Since our goal is to evaluate the capabilities of LLMs and not to compare them, we
opted to focus on a single model and observe the quality of the results we can achieve. We
used “gpt-3.5-turbo” in all experiments, which is a variant of the GPT-3 model [14] and
currently used in the ChatGPT web application [16], through the OpenAI API. We did
not perform any fine-tuning process or further modifications to the pre-trained model. No
system instruction was used and all the prompt was passed as a user request. Therefore,
we expect that similar results can be obtained by users without API access.

4.2. Prompt Engineering

To generate good explanations, we tested different prompt engineering strategies. Our
goal was to evaluate which kind of prompt would give more adequate results.

Direct Question. The most basic way of interacting with an LLM is by simply
asking a question. Our baseline approach follows this principle, in which we directly ask
the model to generate a natural language explanation. In this experiment, only the dataset
description, the decision tree textual representation, the instance, and the question have
been passed to the prompt.

The model response: “The decision tree concluded that the given example is vir-
ginica with a confidence of 97.06% because it followed a series of rules based on the
features of the instance. First, it checked if the petal length was less than or equal to 2.45
cm, which was not the case for the given example. Then, it checked if the petal width was
less than or equal to 1.55 cm, which was also not the case. Finally, it checked if the petal
width was greater than 1.70 cm, which was true for the given example. Based on these
rules, the decision tree determined that the given example belongs to the class virginica
with a high confidence of 97.06%.”

The answer follows a sort of rule-based approach, listing for each decision node
why a path was taken. This example shows that simply asking for an explanation is not
sufficient to obtain a response that better helps non-expert users in comparison to the
decision tree graph representation, although the reasoning was correct.

Demonstration. A well-known strategy to improve the output quality is to provide
demonstrations since LLMs have been proven to be able to generate outputs that are
similar to given examples [14,5]. The second experiment is based on this approach. In
addition to the previous prompt components, we provide a demonstration, as shown in
Table 1, and ask the LLM to generate a “similar” explanation instead.

The model response: “The decision tree classified the given example as virginica
with a confidence of 97.06% because it evaluated the feature values and found that both
petal length and petal width are high. According to the decision tree path, when petal
length is greater than 2.45 and petal width is greater than 1.55, the instance is classified
as virginica. In this case, the high values of petal length (6.3 cm) and petal width (1.8
cm) led the decision tree to confidently classify the instance as virginica.”

The output clearly shows an explanation more suited to non-expert users, with fewer
technical terms. For example, the first sentence presents a summary of the classification
mentioning “high” feature values. We believe that this new explanation, which does not
contain decision rules, would be more comprehensible for a user who has no familiarity
with decision trees. Nonetheless, there are still numerical values present, and including
the tree path adds unnecessary complexity to the answer.

Provide Instructions. Finally, following the idea of making it clear to the LLM what
we want to achieve, we provide instructions after the instance description and before
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the question. Our goal is to make clear in the prompt what should be included in the
answer and what should be avoided. As a result, we obtained the following response
from the model: “The decision tree concluded that the given example is virginica with a
confidence of 97.06% because the petal length is high and the petal width is also high.
This combination of high petal length and petal width led the decision tree to classify the
instance as virginica with high confidence.”

Without mentioning the path taken, decision rules, and feature values, the current
response is easier to understand. It is also clear and succinct, which makes it more suit-
able for non-expert users. Thus, we proceed with the experiments by modifying the text
while maintaining the prompt structure.

4.3. Textual Characterization

In this section, our goal is to evaluate the LLM sensitivity to distinct textual representa-
tions of the prompt components. More specifically, we analyze how much the explana-
tions change if we keep the same prompt structure, but modify the text input.

Incorrect Classification. The first question we would like to answer is: does the
LLM recognize that a given instance was incorrectly classified? To answer this question,
we change the instance prediction in the prompt to an incorrect one. We keep the same
feature values shown in Table 1, but we ask for an explanation for the instance being clas-
sified as versicolor. The question is: “Please explain in similar terms why the decision
tree concluded that the given example is versicolor with a confidence of 97.06 %.”

The answer obtained was: “The decision tree concluded that the given example is
versicolor with a confidence of 97.06% because the petal length is high and the petal
width is low. This combination of feature values led the tree to classify the instance as
versicolor with high confidence.”

The LLM does not recognize that the instance was incorrectly classified, which in-
dicates that the LLM is not checking the correctness of the prediction. More interest-
ingly, the LLM changed its judgment about one feature so that it could match the given
prediction, as shown in the part “petal width is low” which has been changed to “petal
width is high”. Note that if the petal width was lower than 1.55, the instance would be
classified as versicolor, which is the class that matches the given prediction. In a sense,
the LLM changed its internal generation tendencies to agree with the given prediction.

Tree Representation. In the next experiment, we return to use the correct classifi-
cation, but we change the tree representation. Instead of using the textual representation
given by scikit-learn, we generate a different representation of the same tree using the
ChatGPT web application [16].

We obtained the answer: “The decision tree classified the given example as virginica
with a high confidence because the petal length is high and the petal width is also high.
This combination of high petal length and petal width led the decision tree to conclude
that the instance belongs to the virginica class.” As we can see, the response is almost
identical to the one using the previous tree text. This indicates that by using the current
prompt pattern, the generated explanation is agnostic to the tree representation.

External Explanation. In order to evaluate how the demonstration affects the ex-
planation, we alter the example provided. We replace the previous text with an example
taken from López-Trigo et al. [10]. Keeping the rest of the prompt the same, we obtain
the following answer: “The decision tree concluded that the given example is virginica
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with a confidence of 97.06% because its petal width is high, which is a key factor in
determining the class. Additionally, its petal length is high, which also contributes to
the classification as virginica. These features align closely with the criteria used by the
decision tree to classify instances as virginica.” As we can see, although there are minor
differences, the generated explanation is still very similar to the previous one.

By observing that the instructions are an important factor, we decide to modify them
and evaluate if the explanation changes. Therefore, we removed the last sentence of the
instructions and kept the rest of the prompt the same. The answer obtained was: “The
decision tree concluded that the given example is virginica with a confidence of 97.06%
because its petal width (1.8 cm) is greater than the split value (1.7 cm), and its petal
length (6.3 cm) is also greater than the split value (4.9 cm). These features align with the
criteria used by the decision tree to classify instances as virginica.”

The output clearly shows that the LLM tried to follow a similar pattern as the given
example, using terms like “split values” as well as showing the values inside parentheses.
This result indicates that although demonstrations can be used to guide the LLM, the
instructions are the most influential part of the prompt.

Demonstration for Different Task. In the last experiment, we analyze the gener-
alization capabilities of the LLM. More specifically, we verify if the LLM is able to
generate a natural language explanation given a demonstration from a different task. We
change the task to explain the classification of an instance from the “wine” dataset. How-
ever, we still give the LLM a demonstration from the iris dataset. This is an example of
obtained output: “The decision tree classified the given example as class 0 with 100.00%
confidence because the value of color intensity is low, and the value of ash is high. This
led the tree to directly classify the example as class 0 without considering any other
features.”

As we can see, the LLM is able to generate a coherent explanation for the classifi-
cation of the instance from the wine dataset. This is a very interesting result, as it shows
that the LLM can generalize the explanation generation process to different tasks while
benefiting from the demonstration given in the prompt.

5. Discussion

After performing several experiments, the results show that Large Language Models are
able to explain decision trees in a way that can be understood by non-expert users. It is
also clear that the structure and given instructions are more influential than the textual
representations or the demonstration. Below we discuss some limitations and positive
aspects from the results we obtained, as well as envision some future research directions.

5.1. On the Capabilities and Limitations of LLM Explainers

By following the pipeline described in Setion 3, we were able to obtain good explanations
from decision trees. Both the prompt structure and the given instructions were influential
in the quality of the responses. The best explanations clearly stated the reasons for the
classification without using feature values or resorting to the tree path. The collected
evidence shows that LLMs can be good explanators but they present some limitations.

For example, the responses might contain technical terms or hard-to-follow sen-
tences, unless the LLM is directly instructed not to do so. However, if we anticipate some
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desired explanation, the LLM might generate appropriate outputs. Another problem is
that the generated explanations are not grounded in the truth, which makes the model
provide incorrect predictions. Since the LLM was not able to check correctness, it will
change the answer to agree with the user, even if the path is not followed correctly.

Nevertheless, one experiment showed that the output was agnostic to the textual
representations of the tree, indicating the robustness of the method. Moreover, the LLM
was also able to generalize an explanation given an example from a different task. In
short, based on our experiments, LLMs show capabilities that allow them to be used as
explainers, such as generating text adequate for non-expert users. However, they also
present several limitations, including providing incorrect explanations, which constitutes
a risk to use them in sensible circumstances.

5.2. Future Research Directions

The results obtained in this work open several research directions. A natural follow-up
is to better evaluate the capabilities of LLMs by performing more robust experiments.
For example, the structuring of inputs and demonstrations can be compared with recent
prompt engineering strategies. Another clear continuation is to expand the framework to
other LLMs, such as GPT-4 [17], Llama [18,19], and Gemini [20]. This would allow us
to evaluate the quality of the explanations generated by different models.

Another interesting direction is to apply the framework to other classification mod-
els, such as KNNs, SVMs, and Bayesian networks. However, in order to evaluate the
results among them, it is necessary to have a formal definition of the explanation qual-
ity with the corresponding metrics to automatically perform this analysis. Although not
straightforward, it would allow the comparison of completely different models and tasks.

Prior work has shown the generation of explanations for black-box models using
surrogate decision trees, such as LORE [21]. Since the generation pipeline presented in
this paper shows promising results in small trees, it would be interesting to evaluate how
it performs in larger trees, which are more common in typical cases. This would enable
the generation of natural language explanations for a wide range of tasks and the ability
to provide information that is returned from local explanations, like counterfactuals [22].

Finally, the goal of working in generating natural language explanations is to make
the models more transparent and understandable to non-expert users. Therefore, the next
step would be to enable a bi-directional interaction channel between the user and the
LLM. This would allow the user to ask questions and clarify existing doubts, and the
LLM to ask for more information when the prompt is not clear enough. To achieve this
goal, it is also necessary to couple the generation methods with user evaluation studies.
Research on Human-Centered XAI [4,23] indicates that this is a promising direction.
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