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Abstract. Portrait matting refers to separating the portrait part from the background
in an image. The difficulty of the problem lies in accurately identifying the pixels
of the person and also maintaining the contour details. In this paper, we propose a
fully automatic deep learning approach to achieve portrait matting. Firstly, seman-
tic segmentation is used to predict the probabilities of pixels belonging to portrait,
background, and unknown region, then a trimap is obtained. In order to remove
the misclassification of pixels, we refine the portion of head contour for the trimap.
The method used is to introduce the result of facial landmark detection, and erosion
operation is performed on the head region while maintaining the integrity of the
facial contour of the portrait. After that, we use deep matting method to predict the
alpha value in the image to get the matting results at the details. We then propose a
novel framework that integrates the optimised trimap, the deep matting result, and
the original image to obtain the final matting result. Both qualitative and quantita-
tive experiments verify the effectiveness of the proposed method.
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1. Introduction

Portrait matting aims at extracting human portraits from natural images with various ap-
plications, such as human-computer interaction, video image synthesis, and so on. There-
fore, it is of great practical importance to design a method that enables fully automatic
portrait matting. It is crucial to have a method that guarantees quality and efficiency in
extracting the target person.

Portrait matting is full of challenges. Before deep learning techniques became popu-
lar, most matting algorithms were based on sampling [1–4] or propagation [5–8]. While
such algorithms were able to roughly matting out the foreground, they only took into
account low-level features and lacked contextual information that did not take into ac-
count high-level as well. When the colour spatial distributions of the foreground and
background overlap, this class of methods can confuse similarly coloured foregrounds
and backgrounds, making the matting much less effective. Another class of methods is
semantic segmentation, which can roughly separate the target foreground, but often blurs
out the details of structuring and transparency.

In recent years, with the continuous improvement of computer hardware perfor-
mance, deep learning methods have been highly valued and applied to various fields to
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solve problems, also including semantic segmentation [9-10] and image matting [9–15].
However, many existing deep learning-based matting methods still require the input of
manually labelled trpmaps, which is not convenient to use. Therefore, we would like to
develop a deep learning matting method that can automatically acquire the trimaps. At
the same time, we consider combining deep learning methods with traditional methods,
applying low-level features as well as high-level context, maintaining the structure and
details of the target, and further improving the effectiveness of portrait matting.

In this paper, a deep matting method is proposed, which consists of five steps. The
first step is to perform semantic segmentation of the image to coarsely separate the fore-
ground from the background. The second step converts the semantic segmentation re-
sult into a trimap suitable for matting, i.e., it is divided into foreground, background and
unknown regions. The third step is to get the face region by extracting the faical land-
marks. The fourth step combines the original image and the optimised trimap to predict
the alpha value. The fifth step is to fuse the matting results from different methods.

Because semantic segmentation is a kind of coarse segmentation, it will treat some
backgrounds between the hair strands as portrait, which will lead to an inaccurate trimap,
greatly affecting the subsequent matting results. Therefore, this paper proposes that the
trimap needs to be optimised. That is, the trimap of the head region is subjected to an
erosion operation to ensure the integrity of the portrait face. Among them, the number
of corrosion is judged using the face feature points. Experiments will prove that a sim-
ple optimisation of the trimap will improve the final portrait matting results very signifi-
cantly.

2. Proposed method

We uses a deep learning based portrait matting framework. The model PSPNet [16] is
used to semantically segment the image, predicting for each pixel in the image the prob-
ability that the pixel belongs to the portrait. Then the image is transformed into a trimap
by threshold segmentation, i.e., dividing the image into foreground, background, and un-
known regions. After producing the preliminary trimap, we carry out a unique optimisa-
tion strategy for the trimap. Firstly, the foreground in the trimap is extracted, and then the
face part in the foreground is extracted. The erosion is operated on the extracted facial
region to remove the pixels around the face that are wrongly classified as foreground.
At the same time, the results of facial landmark detection are introduced to control the
number of erosion steps, which maintains the integrity of the face contour. Optimising
the trpmap with this method results in a higher quality trimap suitable for matting. The
optimised trimap as well as the original image are inputted into the second network, and
the alpha value of the whole image is obtained using the depth matting method [9], where
the transparency value of the image edge details can be obtained. Finally, the fusion strat-
egy proposed in this paper is used to obtain the final matting results. This strategy first
replaces the unknown region in the trimap with the result of deep matting to get the first
matting result. Then the second matting result is obtained by using the trimap and the
original image using the closure matting method [5]. Finally, we replace the head of the
portrait with the first matting result to get the final result. The overall framework of the
proposed method is shown in Figure 1.
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Figure 1. Overall flowchart of the proposed method.

2.1. Formulation

Portrait matting aims to extract humans from natural images. An image can be viewed
as a linear combination of foreground and background, which can be represented by
Equation (1):

I = αF +(1−α)B,α ∈ [0,1], (1)

where I denotes the colour image, B denotes the background of the image, F denotes the
foreground of the image, and α denotes the value of the alpha channel on the image. The
problem to be solved in this paper is how to obtain α and F from I. According to Equation
(1), only the input colour image I is known while B, F and α are unknown. Thus for each
pixel there are 7 unknown variables and 3 known variables which makes the original
matting problem unsolvable. Therefore, most of the existing matching algorithms require
the user to provide a trpmap or the user to sketch on the image as a constraint of the
problem. The matting algorithms in this paper are more concerned with algorithms that
can automatically generate a trimap of the image.

2.2. Generation of Tripmap

Generating a trimap corresponds to semantically segmenting an image and roughly ex-
tracting the foreground regions. Specifically, a trimap indicates an image into three re-
gions, i.e., foreground, background and unknown regions. In this paper we have cho-
sen PSPNet [16]. PSPNet provides an effective global context prior for pixel-level scene
parsing. The main feature of this network is that the pyramid pooling model it contains
is then able to use the information perceived by its sub-neighbourhoods to make judg-
ments. In other words, the pyramid pooling module connects the different levels of the
feature maps produced by the pyramid pools into a single fully connected layer for clas-
sification. As far as computational cost is concerned, PSPNet does not increase much
compared to the original expanded FCN network. In end-to-end learning, global pyramid
pool modules and local FCN features can be optimised simultaneously. In this paper, a
pre-trained ResNet model is used to extract the feature maps. Thresholding is performed
instantly for the output F of PSPNet to obtain the trimap. The thresholding value set in
this paper is used as shown in Equation (2):
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P =

⎧
⎪⎨

⎪⎩

1, i f F > θ1

0.5, i f θ1 ≤ F ≤ θ1

0, i f F < θ2

(2)

where P represents the value of the trimap and P=0 represents the background region,
P=0.5 represents the unknown region, and P=1 represents the foreground region. In this
paper, we take θ1=0.95 and θ2=0.5 as thresholds. From this we transform the binary
classification segmentation result into a trimap suitable for matting.

2.3. Detection of facial landmarks

Facical landmark detection is carried by an algorithm based on regression tree ensem-
ble [17]. The algorithm predicts the location of face landmarks directly from a subset of
sparse pixel intensities and achieves real-time performance through high quality predic-
tion results. In addition to this, the algorithm uses a gradient-based enhancement method
for learning the regression tree ensemble. Missing or partially labelled data is handled
by optimising the sum of squared error losses.

2.4. Optimising the Trimap by erosion

We design an iterative corrosion method to optimise the trimap obtained in the first part.
Firstly, the facial region is determined based on the result of facial landmark detection,
and then the region of the head is subjected to an erosion operation, in which the struc-
tural elements of the erosion are shown in Figure 2. Before each erosion, it is judged
whether the kandmarks of the face are in the foreground region. If they are in the fore-
ground region, the erosion continues, otherwise, the erosion stops. This is done to min-
imise the domain of mis-segmentation while keeping the face correctly matted. Suppose
the foreground part of the original trimap is Fo and the foreground part after erosion is
Fα . The part of Fo that does not contain Fα is labelled as an unknown region.

2.5. Fusion

The deep matting network is able to predict the transparency of the whole image, the
structure of the image and the image details very well, but the network does not work
well with semantic information. Coupled with the fact that the trimap generated earlier
has mispredicted pixels in the body part, the misclassified pixels need to be patched with
a closure matting method to enhance robustness, and the resultant fusion strategy will be
described below.

2.5.1. Fusing deep matting results with semantic information

Based on the trimaps obtained from the prediction, it can be known that the results of the
deep matting network need to be used only in the unknown area, because most of this part
is the place that possesses more complex structures, such as hair, transparent clothes, etc.
In areas that clearly belong to the foreground or background can be completely matted
using only the results of the semantic segmentation obtained by PSPNet. So this step is
to replace the unknown regions directly with the predicted alpha values obtained from
deep matting to get a matting result whose contour details are generated by deep matting.
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2.5.2. Closure

After obtaining the matting result that incorporates the deep matting and semantic infor-
mation, it is found that there are still misclassified pixels in the body part, which is due
to the misclassification of the foreground pixels of the body as the unknown pixels. In
general, the misclassified pixels are very close in colour to the surrounding pixels. There-
fore we have chosen a matting closure scheme [5] to repair the misclassified pixels in
the body. The algorithm is designed based on the assumption that the local colour space
follows a linear model and is suitable for repairing such mis-segmented pixels.

2.5.3. Fusion of matting results

After obtaining the results produced by the deep matting results and the closure scheme
respectively, this paper is going to combine the advantages of these two methods to obtain
the final image. The initial fused image is first obtained using Equation (3).

Item = max(Iclosed , Ideep) (3)

where Item represents the intermediate result, Iclosed represents the matting result gener-
ated using the closure scheme, and Ideep represents the matting result generated using
the depth matting method. In this step, a more complete matting result can already be
obtained, but simply taking the maximum of the two predictions will increase the fore-
ground of the details that are wrongly divided, such as part of the background between
the hair will be given a larger alpha value, thus reducing the quality of the matting. Con-
sidering that the human head has more such details, the face detection result is intro-
duced, and the alpha value of the face region is replaced with the matting result produced
by the depth matting method.

Figure 2. Structural elements of erosion.

3. Experiment

3.1. Experimental Setup

The test set used in this paper is derived from the alphamatting.com dataset, in which
images containing portraits were selected. Three metrics will be used to evaluate the
quality of keying, namely absolute error, mean square error, and the gradient error. The
values of all three metrics are as smaller as better. In this paper, the following two algo-
rithms will be used as benchmark algorithms for comparison: the PSPNet [16] and the
closure scheme [5]. Since the closure matting scheme [5] is required to input the trimap,
all trimap will be generated using the algorithm in this paper to ensure fairness.
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3.2. Performance Comparison

In this section the proposed method of this paper will be compared with other methods
and the experimental results are shown in Table 1. Using the semantic segmentation
method for direct matting has the worst results in terms of data. Since in the portrait
matting task not only requires the ability to separate the foreground and background,
but also requires maintaining the complex structure of the foreground as well as some
of the details. From the data, the absolute error and the mean square error of semantic
segmentation are smaller than those of other matting methods, which shows that semantic
segmentation is good enough for classification at the pixel level. From the view of the
gradient error, which is an index that indicates the degree of smoothing between the
predicted photographs and the true photographs, the gap of semantic segmentation is
larger than that of other methods, which shows that it is difficult for this kind of method
to learn the structure and details of the image.

The method in this paper performs best in pixel level classification and also in the
smoothing part between the detailed pixels and the background. The key reason is that
the proposed method results in a better smooth transition of the details in the detailed
region.

Figure 3 shows the comparison of the four methods with the groundtruth, from
which it can be seen that the method in this paper not only ensures semantic accuracy at
the pixel level, but also smoothes over the parts with more complex details at the hair.

Table 1. Comparison of different matting methods.

Method Absolute error Mean square error Gradient error

PSPNet[16] 1.3 1.6 5.8

Close[5] 1.2 1.4 4.0

deep matting[9] 1.2 1.4 3.0

Ours 1.1 1.2 2.9

Figure 3. Visual comparison of different matting methods.From left to right are the PSPNet[16], Close[5],
Deep Matting[9], Ours, and the the groundtruth.

4. Conclusion

A deep learning based fully automatic portrait matting method is designed. Compared
with the existing deep learning based methods, the proposed method does need a input of
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the trimap but focuses on the correction of the automatically extracted trimap, and also
the integration of the deep learning methods with the traditional methods. Experiments
verify the effectiveness of the proposed method.
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