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Abstract. Artificial intelligence (AI) technology promotes human civilization, 
while it also raises concerns, mainly related to security. AI plays a double-edged 
sword role in the network space closely related to human life. On the one hand, AI 
assists in network protection by intelligently detecting network intrusion, reducing 
missed alarm rates and false alarm rates, forecasting network threats, automatically 
searching for malicious code, and supporting network defense. On the other hand, 
AI can also assist in network attacks, such as attacking voice recognition systems 
and malicious software detection. AI algorithms and computational data pose many 
security threats, affecting the security of face recognition, speech detection, malware 
detection, automated driving, and other security applications based on AI 
technology.  
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1. Introduction 

With the rapid development of technology and its application, cyberspace has penetrated 

various aspects of the national economy and social life, directly affecting social stability, 

economic development, political culture, and national security. In the book “Unrestricted 

Warfare,” the following scenario is described: massive-scale network attacks that cause 

key infrastructure such as electricity, banks, and gas to collapse, leading to political 

turmoil and government regime change [1]. 

In recent years, emerging technologies such as cloud computing, big data, and the 

Internet of Things (IoT) have been applied and developed, improving social order and 

people’s quality of life. These technologies have helped us solve network security 

problems. For example, cloud computing technology can help us execute cloud-based 

malicious code checks, big data technology can help us analyze malicious attack 

behavior, and IoT technology can help us improve physical-level security. These 

technologies enhance our security defense, but they can also be used as attacking forces. 

For example, in cloud-based DDoS attacks, malicious attackers can hide their intentions 

using big data, and using IoT technology for intelligence gathering. If these emerging 

technologies are used improperly, they can seriously damage our social order and cause 

enormous economic losses. In addition, the security of these technologies themselves is 
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also something we need to consider, such as cloud security, data security, and security 

against radiation during the communication process of the IoT. 

Artificial intelligence technology is closely related to these emerging technologies. 

It is a technical science that researches, develops, and applies theories and applications 

for simulating, extending, and expanding human intelligence. Artificial intelligence 

attempts to understand the essence of intelligence and produce an intelligent machine 

that can respond in a way similar to human intelligence. Research in this field includes 

robotics, language recognition, image recognition, natural language processing, and 

expert systems [2]. In recent years, artificial intelligence technology has exploded in 

development and has been widely applied in fields such as image processing, speech 

recognition, and network security. In terms of cyberspace, artificial intelligence can help 

network protection by intelligently detecting network attacks based on machine learning, 

predicting network threats, and improving intrusion detection efficiency while 

decreasing the rate of missed attacks and false alarms. This technology can also 

spontaneously search for malicious code and support network defense. On the other 

hand, artificial intelligence can also be used to assist network attacks, such as attacking 

speech recognition and malicious software recognition. 

In addition, artificial intelligence is fragile. There are many security threats to its 

algorithms and training data. Humans can use vulnerabilities to counter AI. Therefore, 

there are certain security risks involved in AI-based technologies such as facial 

recognition, voice detection, malware scanning, and autonomous driving. 

2. Artificial Intelligence Helps Network Protection 

The continuously developing artificial intelligence is undoubtedly an important direction 

that deserves attention concerning network security in cyberspace. There are currently a 

variety of methods for network defense, but overall, the methods are relatively 

mechanical and the level of intelligence is not high enough. Artificial intelligence can 

provide deeper analysis and mining of data, as well as more comprehensive processing 

and control of processes, so it has good application prospects in the field of network 

defense. There are several typical applications for artificial intelligence in network 

defense, and the following is a brief description of how artificial intelligence helps 

network protection. 

2.1. Artificial Intelligence Helps with Network Intrusion Detection 

In a network or system, any unauthorized or unapproved activity is called an intrusion. 
The computer security threat monitor published by American Professor James analyzed 
network threats and proposed intrusion detection for the first time. The composition of 
the intrusion detection system is shown in Figure 1. Intrusion detection plays a vital role 
in network defense, and network intrusion detection systems help to detect and identify 
unauthorized usage, copying, modification, and destruction [3]. Network intrusion 
detection methods are divided into anomaly detection and misuse detection. Anomaly 
detection first constructs a normal model, and any access that does not comply with this 
model is defined as an intrusion. In [4], the use of support vector machine methods to 
improve the performance of intrusion detection systems is discussed, while in [5], the 
use of decision tree methods to improve intrusion detection is discussed. In [6], some 
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achievements made in improving the performance of intrusion detection systems using 
neural networks are mentioned and discussed. 

 

Figure 1. Intrusion Detection System 

In [7], the author uses a neural network-based intrusion detection system that is 
based on an unsupervised neural network. The purpose is to perform intelligent real-time 
intrusion detection on the network. The entire system framework is shown in Figure 2. 
The first part of the system captures and preprocesses real-time network traffic data, 
extracts data features, and converts them into a binary or standardized form. The 
converted data is then sent to the neural network-based detection system, which uses 
adaptive resonance theory (ART), self-organizing maps (SOM), and neural networks. 
Finally, the output results are written to a log, and an alarm is issued if an abnormality is 
detected.  

Aljurayban and Emam used a layered anomaly detection framework to effectively 
protect cloud network environments, which creates a data mining knowledge base for 
detection using an artificial neural network. Effective detection is achieved with less flow 
analysis resulting in increased throughput. The layered anomaly detection framework 
can handle large amounts of data streams and maintain the effective operation of cloud 
networks and services even in more demanding environments. Barollid et al. investigated 
the use of neural networks as an anomaly detection system solution for intrusion 
detection systems on the Tor network, using Tor servers and clients and a 
backpropagation neural network to simulate transactions and perform data acquisition on 
the Tor network. This system proposes training the neural network using data captured 
by Wireshark and comparing server and client data, with any differences being 
considered as an intrusion. The results of the tests were evaluated to be accurate in a 
testing environment. 

Figure 2. System Framework 
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2.2. Artificial Intelligence Supports Network Defense  

In the field of cybersecurity, artificial intelligence is used to support network defense 

through the use of commonly used machine learning algorithms such as support vector 

machine (SVM), artificial neural network (ANN), decision tree classifiers, Bayesian 

classifiers, and K-means. For example, in identifying the command and control (CC) 

servers of a botnet using supervised learning with existing botnet network samples, 

scholars use unsupervised learning to cluster controlled machines with similar behavior 

in the botnet [8]. 

The traditional machine learning approach involves finding feature vectors (i.e., a 

set of features) based on the problem to be solved and using them to extract training data 

and build a learning model [9]. For example, in the process of identifying a botnet, the 

Netflow’s timestamp, packet count, packet size, and protocol are used to construct a 

model. However, the quality of the features not only affects the quality of the learning 

but also affects the efficiency of the learning. For example, selecting a set of semantically 

overlapping feature vectors would lead to a high computation dimension with no increase 

in actual performance. To solve this problem, one approach is to use principal component 

analysis (PCA) to reduce dimensionality, while another approach is to use deep learning 

in artificial intelligence [10]. 

In addition, in [11] and [12], agent-based technology is used to deal with DDoS 

attacks, and simulation results show that a cooperative group of agents can effectively 

resist DDoS attacks. 

3. Artificial Intelligence Assists in Network Attack  

3.1. Attack Speech Recognition 

In [13], the use of dolphin attacks is described to compromise speech recognition systems. 

This new type of hacker attack can activate a smartphone’s voice assistant function using 

ultrasonic waves that humans cannot perceive, enabling the attacker to perform a range 

of sensitive operations without the victim’s notice, including online shopping, making 

phone calls, viewing documents, and more. In the experiment, human speech was loaded 

as an ultrasonic wave that is inaudible to human ears and used to simulate an attack on 

an iPhone. Through extensive testing, researchers also discovered that “dolphin attacks” 

can affect the voice control systems of smart cars and smart homes, allowing attackers 

to remotely control the car or home by opening specific web pages and installing specific 

software, such as opening the car’s sunroof or operating the car’s navigation system. 

Another attack on speech recognition is that German scholars attack speech 

recognition through the hidden effect in psychoacoustics. There is a weakness in human 

hearing, which is called the masking effect. When two kinds of sounds are introduced 

into the ear at the same time, human beings will be more sensitive to the louder sound 

wave and not sensitive to the weak one. 

3.2. Attack Malicious Software Recognition 

Most attacks attempt to evade classifier detection by injecting malicious data during the 

training process or by carefully crafting malicious data. For example, in the earliest 

proposed attack, the attacker injected malicious data into a spam detection system based 

Z. Wang et al. / An Overview of Artificial Intelligence Security Issues134



on the naive Bayes algorithm. Another attack method is to evade the detection of 

malicious programs in PDF files by applying linear kernel support vector machines. 

In malicious software recognition, clustering algorithms are a typical unsupervised 

learning algorithm that can discover hidden patterns in data distribution. They are widely 

used in security areas such as malicious domain name system (DNS) detection, malicious 

program detection, and collecting information on sources of network attacks. The main 

attack method against clustering algorithms is to inject malicious data during the training 

process to affect the clustering results. In  [14][15][16][17], the threat of malicious data 

injection against clustering algorithms is introduced. In addition, there are obfuscation 

attacks against clustering algorithms [14], in which the attacker’s goal is to hide the 

adversarial sample by confusing the content of the adversarial sample with the other 

categories without changing the clustering results of other samples. 

3.3. Attacking Internet of Things (IoT) intelligent systems 

At the 2018 DefCon conference, a Tencent team successfully demonstrated the ability to 

hack into Amazon’s second-generation Echo smart speaker, in only 26 seconds. The 

world’s top-selling and supposedly most secure AI speaker was compromised and turned 

into a listening device.  

This is a typical attack against intelligent systems. The Tencent team first removed 

the flash chip from the Echo and read the firmware content. They then modified the 

firmware and re-soldered the flash chip to gain root access, and the ability to connect the 

Echo device to a debugger. After further analysis of the network, they discovered a 

system program that opened ports allowing multiple Echo devices to connect and had 

root privileges. Through this system, they were able to control other Echo devices. 

Therefore, in a scenario where multiple intelligent devices are connected to the same 

WiFi, a breach in one device means that all other intelligent devices are no longer secure. 

3.4. Cyber Weapon “Digital Ordnance” 

The world’s top security conference, NDSS, proposed the concept of “digital ordnance” 

in 2011 [18]. Digital ordnance has been regarded as the “ultimate weapon of the internet” 

by the industry. Essentially, it is a type of DDoS attack that targets not just a single server, 

but an entire network, area, city, or even country. 

By simulating 250,000 zombie nodes and launching the digital ordnance for 20 

minutes, more than 100 minutes of router processing delay can be caused. The first step 

is to construct a zombie network in advance, and the second step is to identify “critical 

pathways”. Then, in the third step, the attackers launch a ZMW attack on the BGP 

protocols of the routers at both ends of the critical pathways, continuously disconnecting 

the BGP sessions between routers. Since there is a cascading effect in cyberspace, the 

second step is crucial. Finding and attacking the hub can potentially paralyze the entire 

network. How to identify critical pathways and how to use machine learning to train, is 

worth exploring. 

4. Artificial Intelligence Self-vulnerability  

4.1. Poisoning Attack 

Using samples to train AI models is an important process in artificial intelligence 
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technology. The quality of the training process directly affects the effectiveness of the 

classification and prediction model used in practice. Therefore, the importance of 

training data to machine learning models is self-evident. It is for this reason that many 

attackers focus their attacks on training data, with the most common form of attack being 

poisoning attacks. 

In [19], ATT_FLAV is introduced, which is a framework that enhances the 

robustness of federated learning-based autonomous driving models against poisoning 

attacks by using a bandit-based AttackRegion-UCB algorithm to dynamically choose the 

target attack label region in each round of training. In [20], scholars introduce a new type 

of data poisoning attack designed to preserve personal data privacy, that can also be used 

as a powerful clean-label backdoor attack. The attack operates by adding unnoticeable 

perturbations to clean data, to confuse DNNs into making incorrect classifications. 

Experimental results show that the proposed attack outperforms previous methods and 

suggests a new perspective on the role of DNNs as feature extractors. 

A poisoning attack is an induced attack that mainly manipulates training data by 

injecting carefully crafted malicious data samples (with incorrect labels and attack 

properties), disrupting the probability distribution of the original training data, and 

reducing the classification or clustering accuracy of the trained model, to achieve the 

purpose of destroying the model’s availability and integrity. Since the original training 

data used in AI algorithms are usually confidential and difficult for attackers to modify, 

systems using AI algorithms often need to be regularly retrained to update the models, 

which provides an opportunity for attackers. For example, the adaptive biometric face 

recognition system based on principal component analysis (PCA), malicious software 

classification system, and spam email detection system all require periodic retraining. 

An attack on an adaptive biometric face recognition system based on principal 

component analysis (PCA) is used as an example, where the attacker takes advantage of 

the system’s need to update periodically. During the retraining period, the attacker injects 

fake adversarial samples into the training data specifically targeted at the victim, causing 

the centroid of the original model used for identifying the victim’s features to gradually 

move toward the attacker’s centroid. This enables the attacker to replace the victim’s 

image with their image for authentication purposes. 

4.2. Impersonate Attack 

We created a pair of special glasses that can turn you into anyone when viewed by a 

facial recognition camera. As shown in Figure 3, a man wearing the glasses was 

recognized as the actress Jovovich, while his female colleague successfully portrayed a 

Middle Eastern man. Researchers claim that these glasses can deceive facial recognition 

systems based on neural network learning, and are successful in outsmarting the Face++ 

image recognition system at a rate of over 90%. Wearing these glasses would allow 

criminals to easily evade public surveillance systems or enter a company under someone 

else’s identity. The researchers suggest that, in future security checks, ordinary items 

carried by passengers should also be checked, as these seemingly innocuous items have 

the potential to deceive artificial intelligence. This is called impersonate attack. 
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Figure 3. Special glasses deceiving Face++ image recognition 

Impersonate attack is a type of deception attack that is similar to an evasion attack. 

It mainly focuses on the imitation of victim samples. It mainly occurs in machine 

learning-based face recognition and speech recognition systems. Attackers generate 

specific adversarial examples that cause the machine learning model to misclassify 

samples with large differences from human samples as the samples that attackers want 

to imitate, thus achieving the goal of obtaining victim permissions (real systems based 

on face recognition and voice control). Currently, this type of attack mainly occurs in 

DNN algorithms because DNN often recognizes goals by extracting very few features 

from samples. Therefore, attackers can easily achieve impersonation attacks by 

modifying key features.  

There are many typical imitation attack examples in image imitation attacks. Nguyen 

et al. introduced an improved genetic algorithm, MAP-Elites, to generate multiple class 

images with the best evolved adversarial examples and used these adversarial examples 

to impersonate Google’s Alex Net and Caffe-based Le-Net-5 networks, thus deceiving 

DNN to misclassify. For physical world imitation attacks, Kurakin et al. first generated 

electronic adversarial examples using the method of minimum similar classes, and then 

printed them out and used a mobile phone camera to take pictures to fool the real image 

classification system-Geek Pwn 2016. The process lost many small pixel features of the 

original samples in the electronic world; therefore, the success rate of physical world 

adversarial attacks was much lower than that of electronic world adversarial attacks, but 

it demonstrated the possibility of implementing real physical world imitation attacks. 

Sharif even proposed a method of avoiding detection by the most advanced FRS by 

wearing a specific pair of glasses on the attacker’s face in real life and even imitating 

other victims in this way. This attack method has been experimentally verified to be 

physically feasible and challenging to detect, posing a significant security threat to FRS. 

In addition, the latest research shows that using algorithms that integrate multiple 

networks to produce transferable adversarial examples (adversarial examples generated 

for one DNN can threaten other DNNs). This method can produce non-targeted 

adversarial examples that do not migrate with the target label and targeted adversarial 

examples that migrate with the target label. Experiments were conducted on the large-

scale dataset ILSVRC 2012 and the state-of-the-art commercial network classification 

system to achieve effective attacks on large-scale datasets. In addition, there are also 

imitation attacks on sound information.  

4.3 Using the vulnerability of sensors supporting intelligent systems 

Using the vulnerability of sensors to support intelligent systems, we can cheat the sensor 

to cheat the intelligent system. For example, in May 2016, Tesla crashed into a white 

box truck during autonomous driving, and the car was destroyed. Millimeter-wave radar 

detected a huge obstacle ahead, but because the truck’s reflection area was too large and 
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the body was too high, millimeter-wave radar misjudged it as a traffic sign. The focal 

length of the camera is very narrow, and the trailer of the accident is white. In an 

environment with strong sunshine, the image recognition system misjudges it as white 

clouds. 

5. Conclusion  

With the development of new technologies, the issue of artificial intelligence security 

and its defense mechanisms has drawn great attention from both academia and industry. 

Artificial intelligence plays a double-edged role in the cybersecurity field, as it can assist 

with protection but also facilitate attacks, and its power cannot be underestimated. 

Currently, research on artificial intelligence technology is in an unprecedentedly hot 

stage, with a large number of learning frameworks, algorithms, and optimization 

mechanisms being proposed. However, few of these models and algorithms take their 

security into account, so they are inherently vulnerable. By exploiting these 

vulnerabilities, we can counterattack against artificial intelligence. In the future, new 

security threats to artificial intelligence will undoubtedly attract more attention. 
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