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Abstract. The ANGELIC methodology was successfully used to predict decisions
of the European Court of Human Rights based on a set of logical rules, with sig-
nificantly better accuracy than the one achieved by machine learning approaches,
as well as to explain the results of reasoning, quite valuable in order to make them
trustworthy. This work demonstrates a different logic-based approach, based on
Answer Set Programming for solving and generating explanations for solutions.
The use of a general knowledge representation and reasoning system, where repre-
sentation and inference are not tightly coupled, allows for using the same represen-
tation for inference tasks different from prediction, thus getting more value out of
the domain model, and opens for integrating further forms of knowledge.
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Introduction

The ANGELIC methodology was defined [1,2] for deciding legal cases, based on com-
putational models of arguments, and, in particular, Abstract Dialectical Frameworks
(ADFs) [3] to represent the issues and factors to be taken into account and their relations
(such ADFs are part of the ANGELIC Domain Models in [2]).

The approach has been applied [4,5] for reproducing the decisions of the European
Court of Human Rights (ECtHR) related to a specific article (Art.6) of the European
Convention on Human Rights (ECHR), about the right to a fair trial. Some effort was
required in developing the representation, but the resulting system achieved a high accu-
racy (97%) in prediction, compared with a 70-85% of machine learning approaches.

An even more important advantage lies in the fact that the structured representation
in the ADF, expressed in terms of intermediate concepts that are important for humans
in relating inputs to a conclusion, is used as a basis for explanation of the results of
reasoning, which is of utmost importance for making an automated system acceptable
and trustworthy for users in this domain, as well as in other ones, and would be difficult
to achieve using machine learning.

In [4] Prolog programs are used; inference and explanation are achieved relying
on the backtracking execution model. Then the program is not exactly a model of the
domain, while it works well for the purpose of estabilishing the conclusion in a case
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and for providing a trace of reasoning in natural language. A different implementation is
provided in [5], where a Java program (rather than a general reasoning system), used for
interpreting the specific form of ADF considered, provides the back end for a web-based
interface for explanation.

In this paper (an abridged version of [6]) we propose a different approach where:

• Answer Set Programming (ASP) [7] is used for modelling the domain, so that
different forms of reasoning can be provided on the same model as Answer Set
Solving: reasoning that is not just predicting the outcome from a complete set of
inputs (base level factors), but may include, e.g., how to complete the input, or to
modify the input, in order to achieve a given outcome;

• information for explanation is associated with the representation, but not part of it;
explanation may be provided by suitable extensions of solvers and/or visualization
tools (e.g., xASP2 [8], clingraph [9]); in this paper we consider the xclingo [10]
extension of the clingo ASP solver, where annotations of rules and facts can be
used to provide a tree-like explanation.

1. Modeling, Reasoning and Explaining in the Legal Domain with ASP

In the following we consider the form of ADF used in [1,4], where a tree is provided for
a main decision (tree root), other nodes are issues and factors relevant to the decision,
the leaves being base level factors whose truth has to be established in ways that are
not provided in this version of the model. For internal nodes, a sequence of rules of the
form: Accept/Reject Node if Condition, is given, with conditions in terms of children
of the node; a rule can be applied if the previous ones cannot; the last rule has an empty
precondition, then providing a default boolean value for Node.

We consider the fragment of ADF in [4], table 1 (with some correction based on
[5]), with the tree structure in figure 1. The factors for which no rule is provided in this
fragment (tree leaves) are considered here base level ones. An ASP model for the ADF
can be provided, using explicit negation (to correspond to the valid/invalid factors in [4]),
default negation, and, where useful, additional atoms to represent that a previous rule
does not apply.

The model can be used for several reasoning tasks, combining it with a complete
or incomplete case description - intended as an assignment of boolean values to base
level factors; in order to consider both alternative values for some (possibly all) of them,
choice rules of ASP are used. The reasoning tasks include:

• Prediction of the decision from a complete case description.
• Finding case descriptions that satisfy some given condition, e.g., a case that is

predicted to be admissible, but for which no violation of Art. 6 is predicted. This
may be of interest for analyzing the domain model, also for education purposes.

• Reasoning on incomplete case descriptions, to find whether a decision can be
predicted from the known values of base level factors; or to find base level factors
to provide support for, in order to achieve a desired prediction (esp. a “violation”
prediction). This may be of interest for lawyers being consulted on the possible
submission to the Court of cases where not all evidence is already available.
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Figure 1. Tree structure of the ADF fragment

• Finding a minimum number of changes in the truth of base level factors in order to
change the prediction in a case, e.g. from “no violation” to “violation”, a form of
counterfactual reasoning which would provide an additional form of explanation,
with respect to tracing a prediction result (considered below).

1.1. Explanation

The xclingo system2 [10] provides ways for producing explanations for the solutions of
an ASP solver, in the form of trees built from annotations of some of the atoms/rules in
the ASP model. In this paper we rely on atom annotations, which can be kept separate
from the model itself (e.g. in a separate file); a %!show trace annotation for an atom
means that, if the corresponding atoms is in a solution, we are interested in explaining
how it is derived; %!trace annotations are used for the atoms corresponding to the nodes
in the ADF, to mean that if they are used in a proof, the associated string should be
included in the tree-like explanation.

The following are the explanations obtained for the predicted decision in three case
descriptions; in each of them a different group of reject/accept clauses (in the last one, a
default “reject” rule) is applied for the root node of the ADF.

*

|__No violation of art. 6

| |__the case is not admissible

| | |__there was no significant disadvantage

| | | |__there are domestic tribunals that have not looked at the case

*

|__Violation of art. 6

| |__the case is admissible

| |__the person bringing the case is the victim

| |__the case was not fair and public

2https://github.com/bramucas/xclingo

D. Theseider Dupré / Answer Set Programming for Legal Decision Support and Explanation 385



*

|__No violation of art. 6

| |__the case is admissible

| |__the person bringing the case is the victim

| |__the case was fair and public

| |__the victim was not presumed guilty

| |__the victim had the minimum rights

2. Conclusions

We have sketched how legal reasoning with tree-form textual explanation can be achieved
in Answer Set Programming. This is seen as a step in order to achieve results similar to
the ones in [4,5] with some advantages. As usual, the availability of a model of a domain
allows for reasoning that is not just predicting an output for a complete set of inputs. This
would make the effort of developing the domain model even more worthwhile. Other
ASP tools for explanation and visualization can be used to provide further ways for
presenting the results to non-technical users. Moreover, using a general representation
and reasoning framework like ASP could lead to integrating knowledge from ADFs with
possible generalizations of them, and other forms of knowledge, without implementing
reasoners for the purpose.
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