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Abstract. Question-Answering Systems (QASs) have seen a big development in
recent years and various attempts have been made to extend them to the legal do-
main. Nevertheless, the needs and methodology of legal research relies often less
on getting answers and more on finding positive and negative examples for certain
legal concepts. In this paper, we introduce a sub-category within QASs that focuses
on such legal tasks and design a methodology for the automated production of such
systems.
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1. Introduction

Question Answering Systems (QASs) are prominent in making knowledge accessible.
Systems such as, for example, in health care (for a survey, see [1]), have seen rising
popularity. Similar attempts have also been made in the legal domain. The COLIEE
competition > had until recently the Legal Question-Answering challenge, which in the
last competitions has been subsumed by Task 3 (Statute Law Retrieval Task) and Task 4
(Legal Textual Entailment Data Corpus).

Martinez-Gil [2] gives a comprehensive survey of the different approaches and tools
and concludes that no solution has managed to provide high accuracy, interpretability,
and performance. The reason being that accuracy and inerpretability are mainly obtained
by investing considerable human effort, for example those based on ontologies (e.g. [3])
and linked-data (e.g. [4]).

An important challenge for legal professionals is legal research [5] due to the ever
changing statute and case law. As a consequence of their volume and dynamics, a legal
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QAS must meet the performance property. Legal QASs in general should also meet the
accuracy and interpretability properties.

The problem addressed in this paper is how the three properties can be obtained
within one system, for the purpose of enhancing the legal research process. In the next
section, we first introduce a new approach to QASs, called Concept-Example Systems
(CESs). We then follow by briefly surveying the current state-of-the-art in legal QASs
with regards to this analysis and introduce an automated methodology for their genera-
tion. We finish with a conclusion and future work section.

2. Legal Concept-Example Systems
2.1. Motivation and Definition

In order to motivate the importance of Concept-Example Systems (CESs), we refer the
reader to the description by Sanderson and Kelly in their “A practical Guide to Legal
Research” [5] and especially of their running example

According to them, an important step of legal research is the search for case law
by the use of keywords. In this paper, we propose performing legal research by using
CESs. The legal expert, instead of using keywords, is using legal concepts and context.
The CES pre-index relevant sentences from case decisions and demonstrates to the user
positive and negative examples for the concept in the specific context.

More formally, a Concept-Example System (CES) differs from a QAS in two as-
pects:

* The starting point for generating a question-answer pair is a legal concept and not
a question.

* We do not look for specific answers but for as many extracts from court judge-
ments which resolve the concept, under a specific context, either positively or
negatively.

The reason for using a concept as a starting point is that concepts are the basic
elements of legal research. Nevertheless, for interpretability, it is important that the user
can easily assess the relevancy of the concept and context and we have therefore opted
for translating the concept, legislation and context into a question.

Once questions are being identified, our goal is to automatically extract from judge-
ment as many paragraphs as possible which can serve as either a positive or a negative
example for the concept and under the context defined in the question.

2.2. Related work
Following the analysis given in [2] and the recent developments in neural QAS, it is safe

to say that Legal QAS fall into one of three categories:

1. knowledge-based systems (using ontologies and linked data), e.g. [3,4],
2. retrieve, re-rank and interpret systems, e.g. [6],
3. large langue model based systems, e.g. [7].
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An example of the first approach is given in [3]. The authors manually build an
ontology for criminal law and supplement it with rules. Answering questions is possible
thanks to an inference engine, which draws conclusions based on the interpretations of
the legal concepts and application of the rules.

The example of the second approach is given in [6], where the authors describe a sys-
tem helping engineers in China to find legislation regulating the design and development
of buildings. The system is based on a combination of sparse retrieval and deep learning.
When the user asks a question, the system searches for relevant law in a database con-
taining the relevant legislation using TF-IDF term weighting scheme [8]. Then for top-n
returned passages (the system does not have a re-ranking module) a Chinese BERT-like
model is applied.

ChatGPT [7] is an example of a system of the third type. Even though these system
achieve state-of-the-art results in legal QA%, they have one very important limitation —
they are not explainable and they have a tendency to hallucinate, i.e. they can make up
facts. In the USA, two lawyers were recently fined for citing non-existent cases reported
by ChatGPT [10].

We claim that the system presented in the next two sections achieves a similar accu-
racy level to the ones mentioned above while being more explainable and scalable.

2.3. Methodology

Our methodology for finding the relevant examples can be divided into the following
steps:

1. Given a legal concept, generate a number of questions that ask if the concept was
applicable in a given context. The precise number and form of the questions is
variable.

2. Once a question is generated, we use a binary classification model to find sen-
tences in court cases which answer the question. We use the predicted probabil-
ity not only to sort these sentences, but also to filter sentences below a defined
threshold. As a result this step might generate an empty set, meaning that in our
corpus there are no relevant sentences. This prevents the system from presenting
passages that are irrelevant, but also limits the possibility of false classification
of the sentences.

3. In the last step, we extend the sentence to include the preceding and the follow-
ing sentences forming a three-sentence passage and ask an instruction-following
model to judge if the example gives a positive or a negative answer to the gen-
erated question. We use that prediction to classify the passage as a positive or a
negative example.

2.3.1. Question generation

In order to generate questions, we first have to choose relevant concepts. This raises
an interesting connection with hybrid Al solutions, as the concepts could be extracted
from knowledge representation databases such as legal ontologies. For the purpose of
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this paper, the authors have read the relevant legal articles and have chosen 11 concepts
according to their understanding.

In order to generate the questions from the concepts, we have approached ChatGPT>
with the following prompt “For each of the following legal concepts from the GDPR,
please give 4 specific and 1 general yes/no questions, which might be discussed by a
court”. The specific number and type of questions to generate is variable and depend on
the legislation.

Since we focus on the GDPR, we assume that ChatGPT has a good knowledge of
the relevant legislation. As the results show (cf. Table 1), this was a sensible assumption.
However, for a solution that is independent from the knowledge of the language model
(i.e. taking into account some amendments that were applied recently), we could provide
the relevant provision as a part of the prompt or via further fine-tuning.

Legal concept Generated question

Effective legal remedies for data subjects Are there established procedures within the organiza-
tion for data subjects to seek legal remedies?

Legally binding and enforceable instrument ~ Does the instrument in question meet the criteria for
being legally binding under relevant laws?

Standard data protection clauses Has the organization implemented Standard Contrac-
tual Clauses (SCCs) for data transfers?

Standard data protection clauses Are there mechanisms in place to review and update
the standard data protection clauses in response to le-
gal or operational changes?

Table 1. Example questions generated by ChatGPT for the legal concepts taken from GDPR.

We note that the above process meets the interpretability and performance proper-
ties. The first because the outcome can be easily verified by humans and the third because
the process is fully automatic and unsupervised.

For this step, as well as for the following ones, our initial experiments have shown
that the method is not less accurate than current existing systems.

2.3.2. Sentence retrieval

The main element of the procedure is the retrieval of sentences within judgments rele-
vant to the generated questions. In this initial work, we have implemented only a cross-
encoder, which is typically used for re-scoring the results on a subset of documents. The
cross-encoder is run for each combination of generated question and passage from the
decision corpus.

Our goal for the cross-encoder is to score the likelihood that a certain passage con-
tains information relating to the question. For this purpose, we are using a binary classifi-
cation model by fine-tuning AIBERT [11] model (from the BERT family [12] of encoder-
only transformer models) with the SQuAD 2.0 dataset [13].

We had to adapt the dataset for the task at hand, as in SQuAD most of the questions
are answerable, while in our task, the vast majority of answers are irrelevant. To resolve
this problem we have pre-processed SQuAD 2.0 by splitting each answer into individual
sentences. This is followed by mapping the sentence answering the question as a pos-
itive example, while all the other sentences from the same passage are treated as the

3June 22 Version using GPT-4
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negative examples for the same question. We call this approach an indirect contrastive
learning, since the negative examples will include information which is highly relevant
for the question, but they do not include the actual answer. As a result we obtain a dataset
that includes a high number of negative examples, making it more representative of our
problem.

Since the model outputs a probability score for the question — sentence pair, it is
possible to sort the sentences according to the decreasing probability of the sentence
containing the answer to the question. But since this is a binary classification model, by
default pairs with probability below 0.5 will be judged as not containing the answer. This
threshold can be increased to obtain a higher accuracy of the results.

Once again, the model satisfies two out of the three properties. The model is inter-
pretable, since the answers are identical and contain references to the original phrases
in judgements. It is also efficient as it is fully automatic and relatively simple (matching
all questions with all sentences). The performance might be further improved by using
a dense retriever [14] and approximate maximum product search with the help of e.g.
Faiss [15].

2.3.3. Passage classification

For the last stage of the processing, we extend the sentences into contexts and classify
them as positive or negative examples. Extending the questions is done by taking one
preceding and one following sentence. It should be noted that finding more sophisticated
approaches is left as a future work. To classify the extended context into one of the two
classes we use an instruction following model, in that case Flan-T5 [7]. This is a T5-
based model [16], fine-tuned to follow instructions on a large group of various English
datasets. The prompt sent to the model is given in Figure 1.

Given the context: ’<context>’ answer the following question by
reasoning step-by-step: <question>

Figure 1. The prompt used to ask Flan-T5 for classification of the examples.

The result of the prompt is an explanation of why the model believes that the an-
swer is either positive or negative. It allows to group the examples into positive and neg-
ative ones by checking if the answer contains ‘yes’. Once again, this makes the model
interpretable on the human level, since the user is able to assess if the justification is
sensible and eliminate inaccurate results. According to [17] Flan-T5 is a state-of-the-art
instruction-following model among the models of similar size. Still, the accuracy of the
model could be improved if a dedicated dataset, with binary QA pairs would be created.
Creation of such dataset is left for a future research.

3. Conclusion

In this paper we introduced a sub-system of QAS and discussed its merits and a possible
methodology for its creation.

The work introduced in this paper is an initial work towards high-quality CESs cre-
ation. As such, there are numerous ways to optimize the process, which we consider as
future work. Due to lack of space, we mention but a few of them next.
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In the paper we have used a subjective and biased method in order to evaluate the re-
lationship between the score provided by our model and the actual relevance of examples
to the questions. We plan on conducting an evaluation with the help of law students.

Another form of improvement would be the fine-tuning of pre-trained models with
legal datasets for the purpose of sentence extraction.

We also plan on generating better and more numerous questions for each concept.
Either via improving the prompt, using LLMs fine-tuned specifically on legal data or by
using an entirely different approach.

Similarly, the selection of the relevant context for each answer (currently fixed on
the preceding and following sentences) can be much improved.

Lastly, we would like to apply the method on a much larger set of relevant court case
judgements. For example by using the one provided by case.law.
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