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Abstract. Texts produced by the Brazilian judiciary have a complex and technical
vocabulary, with elaborate use of the Portuguese language and many legal terms
difficult to be understood, generating a barrier in communication between the ju-
diciary and the population. In this sense, the Automatic Text Simplification (ATS),
activity of the Natural Language Processing (NLP) area, can be applied to improve
the readability of these types of text using specialized algorithms, and promote
scalability in simplifying them, in view of the great demand in the courts. In this
context, this article presents an evaluation of four methods of state of the art in text
simplification, evaluated according to readability metrics, to improve the quality of
existing texts in the judicial summaries, dataset containing 100 summaries of the
Federal Regional Court of the 5th Region (TRF5) and another 100 of the Federal
Supreme Court (STF). The methods MUSS(EN), MUSS(PT), Transformers and
NMT + Attention were tested, and the results of the simplifications exceeded the
FRE readability index of the original texts, making them more readable.
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1. Introduction

Legal documents in Brazilian judicial proceedings, such as judgments, appeals, docu-
ments, orders, decisions, sentences among others, use elaborate vocabulary in the Por-
tuguese language and heavy legal jargon. This makes them difficult to read and under-
stand for the average citizen [1]. In Brazil, according to data from the National Liter-
acy Indicator (INAF), 88% of the population between 15 and 64 years old have some
problem of reading comprehension [2]. It should be noted that the National Council of
Justice (CNJ) has sought to strengthen the relations of the judiciary with society, e.g.,
Resolution N° 325, of June 29 (2020)? that “refers to the adoption of communication
strategies and objective, agile and easy-to-understand procedures, aiming at transparency
and strengthening the judiciary as an institution that guarantees rights”. In addition, the
large volume of documents produced daily in Brazilian courts, demands automatic and
scalable solutions.
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Automatic Text Simplification (ATS) comprise solutions that aims to produce a sim-
pler version of the original text through lexical and syntactic transformations, without
altering the original meaning of the text, and consequently improve communication and
easy understanding of the texts [3]. In this context, the text simplification process is con-
figured as an alternative to the Brazilian courts in the implementation of more inclusive
and effective communication, making it more accessible, specially for people with apha-
sia, dyslexia and autism [4,5,6,7,8]. In addition, shorter sentences are better suited for
people with cognitive disabilities and also for non-native speakers [9].

This article performs a practical evaluation of four different ATS methods in a
dataset extracted from two major Brazilian Federal Courts (TRF5 and STF). The datasets
comprise 200 summarized documents (100 for each court), addressing topics from dif-
ferent legal domains. The evaluated methods were: two unsupervised models, i.e., MUSS
(English and Portuguese versions), and two supervised approaches, namely Transform-
ers and NMT + Attention [10,11,12]. Readability metrics were employed in order to as-
sess the quality of the produced, such as Flesch Reading Ease (FRE). Thus, this work
intends to investigate the following research questions, RQ1: How to increase the av-
erage readability score of simplified texts, in relation to the originals, on a set of
summaries, so that they are simpler to read and understand? RQ2: How to gener-
ate a parallel corpus in Portuguese and in the legal environment to be used in the
training of models that use supervised learning?

2. Related Work

ATS is an active research topic, which many different approaches proposed in the legal
domain. In [13], ATS was evaluated on South Korean legislation texts, while [1] used
in his research the simplification of texts contained in contracts covering legal matters
obtained through the LEDGAR dataset. Both works employed word substitution (lexical
simplification methods). [14] performed rule based simplifications of documents avail-
able in the Senate and the Philippine Supreme Court. In [15] authors conducted research
on simplifying legal texts obtained through the United States Supreme Court, through
deep learning, e.g., the Legal-BERT model. Most of the previous work on ATS in the
legal domain focuses on the English language. [3] demonstrated interesting results on
the usage of Neural Machine Translation methods on ATS of Portuguese documents.
Another form of making legal documents simpler, is by the aplication of text summa-
rization methods. [16] summarized 100,000 court rulings from the German court using
the German language, while [17] proposed LegalSumm, a system to perform automatic
summarization of court decisions in Portuguese. The authors made their dataset public,
becoming an important benchmark for ML tasks in the legal domain. However, even
though automatic text summarization and simplification may have the same objectives,
they comprise different methods and evaluation metrics, since the objective of the first is
to produce a brief summary of the main ideas of the text, while the latter is intended to
reduce the linguistic complexity of the text while maintaining its original meaning [18].
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3. Methods

This section covers the methods, which use models with algorithms specialized in ATS
and NLP used in this research.

3.1. ATS based on Transformer architecture and attention mechanisms

The Transformer architecture, introduced by Vaswani et al. [19], has revolutionized natu-
ral language processing tasks, including text simplification. The key innovation of Trans-
formers lies in their attention mechanisms, which allow the model to focus on different
parts of the input sequence when making predictions. This attention mechanism enables
the model to capture complex dependencies and relationships within the text, making it
well-suited for tasks like text simplification. Several studies have leveraged the power of
Transformers for text simplification tasks, achieving notable success [10,9]. By employ-
ing self-attention mechanisms, these models can effectively identify and rewrite complex
structures or expressions to produce simplified, more accessible versions of the original
text. In our experiments, we used the “bertimbaulaw-base-Portuguese-cased” pre-trained
model, with a training on the parallel corpus of 13,288 pairs of sentences, for 10 epochs,
with batch size 8.

3.2. ATS based on Multilingual Unsupervised Sentence Simplification by Mining
Paraphrases (MUSS)

The Multilingual Unsupervised Sentence Simplification by Mining Paraphrases (MUSS)
approach, proposed by Martin et al. [10], employs unsupervised learning to identify and
generate simplified versions of sentences across multiple languages. By mining para-
phrases from large corpora, MUSS provides a versatile framework for simplifying text
without the need for parallel datasets or complex training procedures. To generate sim-
plification and not just paraphrase sentences, MUSS allows to control attributes such
as the compression rate based on sentence size, number of paraphrases to be used and
linguistic complexity. The controllable form of the model allows the simplification pro-
cess to be made more flexible through adjustments of parameters such as lexical com-
plexity, syntactic and Levenshtein similarity The ability to operate in an unsupervised
manner also makes MUSS highly adaptable to different domains and applications, fur-
ther enhancing its practical utility in real-world scenarios. In this work, we used the
“muss_en_wikilarge mined” and the “muss_pt_mined” pre-trained models. As the
datasets are written in Portuguese, prior and after the use of the MUSS(EN) models, it
was necessary to use two translation models, respectively: “Helsinki-NLP/opus-mt-Mul-
en” and “Helsinki-NLP/opus-mt-Tc-big-en-pt” both available in Huggingface and used
for the translation of sentences in Portuguese/English and English/Portuguese. To per-
form the simplification tests of the summaries, the environment used was a virtual ma-
chine (Virtual Box 6.1.38), with Ubuntu 22.04.1 64x, 16GB of RAM and Python 3.10.6.

3.3. ATS based on Neural Machine Translation (NMT) with attention mechanisms
The conversion of a complex sentence to a simpler one, can be modelled as a translation

task, making Neural Machine Translation (NMT) [20] a good fit for the problem. NMT
with attention mechanisms, selectively focus on different parts of the input sentence dur-
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ing the translation process [12]. By doing so, the model can give appropriate emphasis
to crucial elements, resulting in simplified sentences that preserve the original mean-
ing. This attention-driven approach enhances the quality of the generated simplifications,
making them more coherent and contextually accurate. Researchers have demonstrated
the effectiveness of ATS based on attention mechanisms across various languages and
domains, showcasing its versatility and potential for widespread applications [3]. The
simplification model in this work was trained from scratch with a parallel corpus of
132,879 pairs of sentences, for 100 epochs and batch size 128.

4. Materials

Two datasets were created, one with 100 TRF5 summaries obtained from existing judg-
ments in the query application “Julia — Easy Search™? and another with 100 of the STF
extracted from existing judgments in the dataset RulingBR [17]. Only sentences with a
maximum length of 512 characters were used to reduce computational complexity. In
addition, in order to evaluate methods that required a parallel corpus, three more datasets
were created in this work. A sample of 10,574 STF summaries from the RulingBR
dataset, were submited to the pre-trained MUSS(PT) model, resulting in 132,879 pairs
of sentences. A subsample (10%) of these sentences was extracted, with 13,288 pairs.
On average, TRF5 summaries have 424 tokens (words), while STF summaries have an
average of 191 tokens. Datasets were preprocessed (sentence splitting) with Punkt # [21],
and a manually created dictionary of legal acronyms and abbreviations was employed.

5. Evaluation

The test dataset was extracted from the original data, totalling 200 sentences (100 for
each, STF and TRF5 datasets). Readability was evaluated with the Flesch Reading Ease
(FRE) method, given by: FleschPT = 248.835— (1.015 x ASL) — (84.6 x ASW ), where,
ASL: Average length of sentences and ASW: Average number of syllables per word. The
scores obtained are in the range of 0 to 100, and the lower values indicate that the text
is more difficult to read, while the higher values consider the texts more readable [22].
Besides, auxiliary metrics were also employed, i.e., “Number of existing sentences in
the text”, “Average length of sentences” and “Average number of syllables per words”,
as they help to understand the simplification process.

6. Results

The readability metrics of the evaluation are presented in Table 1. The original TRF5
texts presented 54.86 points in the FRE index, being considered relatively difficult to
read, while the STF summaries were 45.09 points, classified as difficult to read. After
simplifying the texts, the Transformers method obtained 64.71 points leaving the normal
TRF5 summaries to read. The MUSS(EN) method increased the STF summaries score

3https://julia.trf5.jus.br/julia/entrar
“https://www.nltk.org/,,odules /nitk [tokenize | punkt .html
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Dataset  Method Number of Sentences ASL ASW Readability

TRF5 Original 28,92 +8.,43 17,52 43,45 2,11 +£0,10 54,86 £9,66
MUSS(EN) 27,44 +18,26 19,02 45,70 2,00 +0,10 62,82 +8,90
MUSS(PT) 29,20 8,39 15,37 £3,08 2,11 40,12 56,64 +10,28
TRANSFORMERS 30,19 +8,27 13,16 £2,75  2,05+0,12 64,71 +11,13
NMT+ATTENTION 26,61 +7,82 12,93 +4,07 2,57 +0,12 19,85 +10,24

STF Original 15,41 £9,56 11,25 +6,78 2,29 +0,20 45,09 +18,79
MUSS(EN) 13,22 +8,32 12,63 £6,18  2,10+0,19 60,02 +17,21
MUSS(PT) 15,32 £9,15 10,28 £5,49 2,30 £0,22 45,23 +19,82
TRANSFORMERS 15,63 9,14 10,30 4,40 2,29 +0,23 46,12 +20,41
NMT+ATTENTION 14,66 +8,70 10,09 +4,55 2,74 +0,22 7,96 £18,41

Table 1. Readability metrics on the test dataset

to 60.02 points, making them normal for reading, and although the Transformers used a
reduced parallel corpus the fact of having used a pre-trained model adjusted with legal
terms helped him in this process. Except for the NMT+Attention method that did not do
well in the tests, all other methods improved the readability of the texts.

It can also be noted that the original STF summaries have an FRE readability index
of 45.09 points, being classified as “Difficult” to read, while those of TRF5 are “Rela-
tively Difficult” to read with 54.86 points, thus, one can infer that STF sentences are more
difficult to simplify. It should also be noted that the training process of this method had
problems and was not completed, even using a reduced parallel corpus, due to the limited
resources of the computational environment used for training, this probably impacted the
results of the supervised methods. On the other hand, the MUSS(EN) method proved to
be very competitive, obtaining good scores both in the TRFS and STF summaries, dif-
ferently from what happened with the MUSS(PT) method. This is probably impacted by
the translation process, since English translated texts tends to be more objective than in
Portuguese [23]. The MUSS(PT) method was evaluated directly in Portuguese sentences,
eliminating the translation step, which can be seem as a pre-simplification of the texts.

In addition to the quantitative analysis performed, a survey with 16 people was
made to assess the quality of the simplifications. Overall, 69% of the respondents be-
lieve that the models were able to simplify the texts, with the majority of votes as-
signed to MUSS(PT) (36%), followed by MUSS(EN) 29%, Transformers (24%) and
NMT+Attention (11%).

7. Conclusion

This work have evaluated different ATS methods in the task of legal text simplification.
The experiments demonstrated that ATS with pre-trained models can improve readabil-
ity of legal documents, achieving more compact sentences with shorter words. A survey
with 16 peoploe corroborated with the quantitative results, indicating the potencial of
ATS to be incorporated in the legal domain. As future work, a parallel corpus specif-
ically created for legal texts in Portuguese, adjusted and revised in quantity and qual-
ity of sentence pairs, can be used for training of task specific (supervised) model. An-
other important point to highlight as future work is the possibility to evaluate ATS based
on Large Language Models (LLM), as Generative Pre-Training Transformer (GPT) and
other models of this domain.
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