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Abstract. Complex legal language, lled with jargon, nuanced language seman-

tics, and a high level of domain speci city, poses a signi cant challenge for au-

tomation in handling various legal tasks. In the realm of legal document compo-

sition, a pivotal component revolves around accurately referencing case laws and

other sources to substantiate assertions and arguments. Understanding the legal do-

main and identifying appropriate citation context or cite-worthy sentences automat-

ically is challenging. Our research is centered on the issue of citation-worthiness

identi cation of a given sentence. This serves as the initial phase in contemporary

citation recommendation systems, aimed at alleviating the effort involved in ex-

tracting a suitable array of citation contexts. To address this, we rst introduce a

labeled dataset comprising 178 million sentences, speci cally tailored for detect-

ing citation-worthy content within the legal domain. This dataset is curated from

the Caselaw Access Project (CAP).2 We proceeded to assess the performance of a

range of deep learning models on this novel dataset. Among the models examined,

the domain-speci c pre-trained model consistently demonstrated superior perfor-

mance, achieving an 88% F1-score in the task of detecting citation-worthy material.

To enhance our insights, we employed inputXGradient explainable AI techniques

to dissect the predictions, thereby identifying the tokens that contribute to speci c

citation classes.
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1. Introduction

Accurate source citation is indispensable in legal documentation, especially in case-law-

based legal systems that establish crucial links between cases. Identifying sentences wor-

thy of citation involves recognizing sentences that refer to external sources. We aim to

delineate the essential components that render a sentence citation-worthy, classifying

sentences into either “cite” or “not cite”. This task forms the initial stage in a citation

recommendation system as the effectiveness of such recommendations critically depends

on precisely identifying these sentences as they steer subsequent stages of the process.

This identi cation process facilitates intelligent writing and reduces the burden on legal

professionals when composing legal documents.

Our primary aim is to curate an extensive dataset for detecting citation-worthiness

at the sentence level within American legal texts. Creating this dataset involves extract-

ing various sentence types (outlined in Section F.2 of Appendix3) from legal documents,

annotating each sentence to denote the presence of citations, and eliminating citations

and undesirable sentences. The primary challenges encountered in developing an effec-

tive citation detection system revolve around the volume and quality of data. A sizable,

well-annotated legal corpus is imperative for effectively training deep learning models.

Challenges related to sentence boundaries and references to external legal sources sig-

ni cantly impact data quality as their incorrect detection can lead to incomplete parsing

and citation data, introducing noise. A substantial dataset tailored for citation detection

in the legal domain needs to be improved. This dataset will serve as a cornerstone for

training future applications in legal writing assistance. In our approach, we utilized ma-

chine learning algorithms such as LEGAL-BERT [1] and positive-unlabeled learning to

evaluate citation detection on this dataset. Our research aims to address the following

key questions: RQ1: How can a dataset for detecting citation worthiness in the legal do-

main be automatically generated with minimal noise, even without relying on domain-

speci c tokenizers/segmenters? RQ2: What techniques are the most reliable for identi-

fying sentences worthy of citation in the legal domain? RQ3: To what extent do models

trained on the citation worthiness dataset perform compared to established benchmarks

for other legal text classi cation tasks? In summary, our contributions in this research

are as follows:

1. We present a dataset4 for the citation worthiness detection task extracted from the

Caselaw Access Project (CAP). Our corpus comprises 178 million sentences for

the citation-worthiness detection task.

2. We conducted comprehensive experiments with various state-of-the-art models,

quantitatively evaluating them and establishing them as baselines for citation-

worthiness detection (see Section 4). Furthermore, we conducted ablation exper-

iments to interpret the model’s performance, utilizing the explainable AI inputX-

Gradient method on this binary classi cation task to identify token contributions

in each cite class.

3Appendices, code and dataset creation steps can be found at https://drive.google.com/drive/

folders/1ZSEaaQFGGUassSiWEvZrBNKEmvQ2c5MB?usp=sharing
4https://huggingface.co/datasets/Vidhaan/LegalCitationWorthiness
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2. Related Work

Citation-Worthiness in Legal and Scienti c Texts: The exploration of citation worthi-

ness, a topic pioneered in scienti c language, is crucial in the legal domain yet has re-

ceived limited attention. In scienti c literature, Sugiyama et al. [2] initiated this domain

by creating a dataset from the ACL Anthology Reference corpus, employing heuris-

tics to remove citation markers. Farber et al. [3] and Bonab et al. [4] utilized convo-

lutional recurrent neural networks on diverse datasets. Context-aware citation detection

was introduced by Gosangi et al. [5] with the ACL-cite dataset, integrating BiLSTMs

and transformer-based embeddings. Wright et al. [6] delved into citation worthiness ex-

tensively, incorporating domain adaptation and transfer learning techniques. Zeng et al.

[7] utilized BiLSTMs and highlighted the importance of adjacent sentence context. In a

recent study [8], emphasis was placed on sentence-level citation worthiness, incorporat-

ing syntax-based learning and down-sampling analyses.

Works related to citations in the legal domain: In legal texts, research by Savelka et

al. [9] demonstrated the challenges legal decisions pose to existing sentence boundary

detection systems. Sanchez [10] explored methods to identify sentence breaks in legal

language, acknowledging the complexities introduced by punctuation and syntax. No-

tably, Huang et al. [11] utilized the Board of Veterans’ Appeal (BVA) corpus, a substan-

tial dataset containing over a million appeal decisions, to study citation contexts in legal

texts. Despite these efforts, there remains a signi cant gap: the need for a suitable dataset

for identifying citation-worthy sentences in the legal domain.

3. Experimentation and Dicussion

We experimented with different models trained on our dataset to establish the baselines

for the task of citation-worthiness detection (RQ2). For this assessment, we used our sub-

set with 1M entries5. The split contains sentences sampled over all jurisdictions. A thor-

ough hyperparameter search is carried out and mentioned in the Appendix Section D.3.

The models are logistic regression model with tf-idf features, a CRNN [3], vanilla Trans-

former [12], Bert [13] and LEGAL-BERT (with and without PU learning). More details

are in Section D.1 of Appendix.

Table 1 presents the classi cation performance of the models employed in our study.

Notably, the pre-trained transformer models performed better than logistic regression and

other deep-learning models. Among these, LEGAL-BERT stood out, surpassing all the

mentioned models regarding classi cation scores. We incorporated Positive-Unlabeled

(PU) learning into the LEGAL-BERT model to enhance its capabilities further. In the

Appendix, in Tables 5 and 6, we provide detailed state-wise results derived from the

LEGAL-BERT+PU model.

We examined the model’s performance on other legal tasks using the UNFAIR-Tos

[14] and LEDGAR [15] datasets (See Appendix D.4). The main objective of experiment-

ing on these datasets is to establish a benchmark by including the task related to con-

tracts, as contracts contain limited citations to hypothesise that our model can be used in

related legal tasks. As LEGAL-BERT’s training corpus included data from the European

and American legal domains, the contracts given in the task are from the same.

5https://drive.google.com/file/d/1i8bzZNQVfTrFT_2uV3gMbJwbIztpT53S/

view?usp=sharing
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Model P R F1

Logistic Regression 77.85 75.77 76.79

CRNN 76.54 74.72 74.93

Transformer 72.42 84.25 77.89

Longformer 87.10 86.02 86.56

BERT 87.73 86.56 87.14

LEGAL-BERT 87.64 87.2 87.42

LEGAL-BERT + PU 84.17 92.86 88.30

Table 1. Classi cation results on the dataset of different models in terms of Precision (P), Recall (R), and

F1-score (F1).

Model
UNFAIR ToS Dataset LEDGAR Dataset

μ-F1 m-F1 μ-F1 m-F1

LEGAL-BERT (Reference) 96.0 83.0 88.2 82.5

LEGAL-BERT (CiteCaseLaw) 96.2 84.2 88.2 83.0

LEGAL-BERT w/ PU (CiteCaseLaw) 96.1 83.5 88.4 82.7

Table 2. Results of F1 score based on Transfer Learning on Legal datasets. Comparable performance showed

that ne-tuning with cite-worthiness data did not lead to any performance degrade

4. Discussion

The outcomes presented in Table 1 emphasize the signi cance of incorporating do-

main expertise into pre-trained models, showcasing notable performance improvements

[1,16]. Furthermore, integrating Positive-Unlabeled (PU) learning ampli es the model’s

ability to retrieve pertinent instances by augmenting token con dence. This augmenta-

tion enhances the model’s resilience in tasks related to detecting citation-worthiness. To

elucidate the ef cacy of PU learning, we offer an illustrative example in Figure 1 in the

Appendix, demonstrating how the model’s predictions adapt based on token contribu-

tions to the classes.

In a study conducted by [17], the InputXGradient method [18], speci cally the vari-

ant utilizing L2 normalization over neurons to derive a pre-embedding score, exhibited

the highest agreement with human reasoning. This method involves post hoc multiplica-

tion of the input by the output gradient concerning the input. Building upon this foun-

dation, we applied our domain-speci c models, consistently ranking among the top per-

formers. We computed token contributions for each class, as depicted in Figure 5 in the

Appendix. Remarkably, in LEGAL-BERT, pivotal unigram tokens for classes 0 and 1

were the period (.), ”report,” and ”requirements,” respectively. However, in the context

of training LEGAL-BERT with the PU setting, the distribution of contributions shifted,

revealing the in uence of additional tokens.

Turning attention to Table 2, we scrutinized the model’s performance on diverse

datasets after ne-tuning it for the citation-worthiness task. Our objective was to demon-

strate that these ne-tuned models do not underperform when compared to established

benchmarks. The outcomes af rm that ne-tuning the language model on our dataset sig-

ni cantly enhances its performance. This nding aligns seamlessly with prior research,

underscoring the importance of re ning language model ne-tuning with in-domain data

to elevate end-task performance [19]. Consequently, we address our RQ3 by con rming

that the model not only maintains its performance post ne-tuning but also performs at

least on par with established baselines.
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a) [CLS] if it is to be modi ed , it is up to that court to do so , not this

court . [SEP]

b) [CLS] if it is to be modi ed , it is up to that court to do so , not this

court . [SEP]

Figure 1. A cite-worthy sentence. a) LEGAL-BERT+PU classi ed it as citeworthy and b) LEGAL-BERT

classi ed it as sentence non-citeworthy. Darker the color more the relative contribution.

5. Conclusion and Limitations

In this study, we curated an expansive dataset tailored for the citation-worthiness task

within the American legal domain. Our exploration of various models revealed the su-

periority of domain-speci c pre-trained language models over others. This nding un-

derscores the practical utility of these models within the legal community, particularly

in identifying citation-worthy sentences during drafting judgments. Additionally, our

dataset, CiteCaseLaw, serves as a valuable testing ground for transfer-learning setups,

showcasing the adaptability of these models for downstream natural language under-

standing tasks. Beyond its immediate application, our dataset holds promise for various

subsequent tasks, including citation recommendations, assessing the relevance of cita-

tions, and summarizing judgments based on citation analysis. We rmly believe that the

broader research community delving into challenges within the realm of legal language

processing will nd both our dataset and the associated ne-tuned models to be invalu-

able resources.

In our research, we conducted experiments using a subset of the dataset. However,

more GPU availability could have improved our ability to scale the experiments, causing

each epoch to require 36 hours for processing. Another constraint we faced was validat-

ing our data, which was performed on a relatively small set of 1,000 gold standard ex-

amples due to nancial limitations. Although expanding this validation capacity is fea-

sible, it was restricted at the time of the study. In our efforts to broaden the scope of our

research to encompass legal citation recommendations, one potential avenue involves in-

corporating metadata with citation links. Our primary objective remains the prediction of

citation signi cance at the sentence level. However, automating the evaluation of preced-

ing sentences for citation relevance poses signi cant challenges, particularly in extensive

datasets [6]. This challenge is particularly pronounced within the legal domain, where

input from legal professionals or experts is often indispensable for accurate assessments.
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