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Abstract. In the cost management of supply chain, inventory management is

particularly important. In order to help suppliers better manage inventory and reduce

inventory turnover cost, this paper will study the commodity sales forecasting model

based on random forest regression algorithm and genetic algorithm in the field of

machine learning, so as to dynamically optimize and guide inventory management.

First, variance selection method is used for the initial feature selection. Then the

data set is trained and predicted using the random forest regression algorithm, and

the feature importance is sorted, and the second feature selection is carried out. Then

genetic algorithm is used to optimize the hyperparameters of random forest

regression algorithm to get the best combination of hyperparameters. Finally, the

optimal combination of hyperparameters is used to construct a model for the selected

important features, and the sales volume of the product is forecasted. By comparing

the evaluation indexes of the model, it is found that using the optimized parameters

and important feature data for training, the prediction effect is better.
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forecasting model

1. Introduction

For suppliers, inventory management is a very important issue, the more inventory, the

more funds occupied, if the inventory is too small, there will be a break in goods, goods

supply is not on, resulting in lower sales.  This paper will study relevant algorithms and

use historical data to forecast commodity sales, so as to help suppliers upgrade inventory

management mode, prepare inventory in advance according to sales forecast results, and

reduce inventory costs.  Therefore, it is of great significance to construct commodity

sales forecasting model based on machine learning algorithm.
There are many machine learning algorithm models that can be used to predict

product sales, such as regression trees, support vector machines, the Bagging series of

random forests [1-2, 4, 7, 8, 9], and the Boosting series of AdaBoost, XGBoost [10],

LightGBM [11], and CatBoosting [3], and some neural network models [5].

Li Shuang improves the random forest algorithm in the machine learning algorithm

and proposes a Bayesian optimization method combined with time series segmentation

to optimize the random forest model, so as to improve the forecasting effect of

commodity sales [8]. Huang Wenyi et al. predicted the sales of O2O takeout business

based on incremental random forest algorithm. Firstly, the important features that

contribute most to the prediction accuracy are identified by removing the noise features
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to improve the accuracy of the prediction. Secondly, by adding incremental features, the

incremental method based on random forest is used to forecast sales volume, and the

forecasting error is further controlled [9]. Ji Shouwen et al. took into account the sales
characteristics of goods and the trend of data series, combined the two-step clustering

algorithm and ARIMA model on the basis of XGBoost model, assigned weights to the

prediction results, and obtained the final prediction results through weighted calculation

[10]. Deng Tingyan et al. realized Walmart's sales forecast based on LightGBM model.

In the feature engineering stage, some features unrelated to the model input are deleted,

and then statistical methods are used to extract and classify the features, and statistics

such as the mean value and standard difference of the features are obtained as

incremental features to improve the prediction effect. Finally, LightGBM model is used

for training and prediction [11].

The main research of this paper is to use random forest regression algorithm for

feature selection, and then use genetic algorithm [6] for hyperparameter optimization to
improve the accuracy of commodity sales prediction.

2. Experimental Analysis

2.1.  Data Set

The data set of this experiment comes from the product sales data of Yijia company in

2022. The data set contains 13 features such as product number, year, month, day and

price, and finally the sales volume of the day is used as the label.

2.2.  Feature Engineering

Through the analysis of the data set, it is found that all the data are complete, there are

no missing values, and no special processing is needed. One of the features, "week", is

encoded by unique heat. Finally, the variance selection method is used to filter out the

features whose eigenvalues have little fluctuation.  Finally, we get 7 basic features, plus

7 unique thermal coding features, a total of 14 feature dimensions.

2.3.  Build Model

Firstly, according to the ratio of 8:2, the whole data set is divided into two parts, the

training set and the test set. Then, RandomForestRegressor with sklearn is used to build

a random forest regression model with default parameters for training data, and then

make predictions for test set and training set respectively. The prediction result is

evaluated by R2 and MAE, and the predicted R2 in the test set is 0.84 and the MAE is

19.49. The R2 and MAE predicted on the training set are 0.97 and 6.97 respectively. The

index of prediction results is good, but the index of prediction on the training set is

obviously better than that on the test set, and overfitting phenomenon appears.

In addition, since the random forest regression algorithm carries out feature

importance judgment when splitting nodes, the feature importance ranking can be
directly obtained after the model is constructed. The importance distribution of features

is shown in Figure 1:
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Figure 1. Distribution of feature importance.

Then, the first five most important features were selected according to the

importance of the features, the random forest regression model was reconstructed,
retraining and repredicting, and the comparative analysis was carried out. The result

indicators of commodity sales forecasting at different characteristic latitudes are shown

in Table 1:

Table 1. Product sales forecast results index of different characteristic latitudes.

Total feature Important feature

Test set
R2 0.84 0.86

MAE 19.49 18.6

Training set
R2 0.97 0.97

MAE 6.97 6.77

The comparison of data in the table shows the importance of features is sorted and

selected in the training process of the random forest model, and the important features

after selection are used to train and predict the model, and the prediction effect is better,

but the overfitting phenomenon still exists.

2.4.  Hyperparameter Optimization

The random forest has more than a dozen hyperparameters, and the prediction effect of

different parameter combinations is different. Here, genetic algorithm is selected to

optimize the more important 5 parameters. The relevant description and parameter range

of the parameters are shown in Table 2:
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Table 2. Related description and tuning range of random forest hyperparameters.

Parameter name Description Default value Tuning range

min_samples_split
The minimum number of samples

required to split an internal node
2 2~10

min_samples_leaf
The minimum number of samples

required for leaf nodes
1 1~10

max_leaf_nodes Maximum number of leaf nodes Unlimited 100~10000

max_features
The number of features to consider

when finding the best segmentation
1 1~10

First, the values of the above 5 parameters are randomly combined to generate 50

chromosomes, and the initial population is constructed, with each parameter value as a
code in the chromosome. Then, a random forest model was constructed for each

parameter combination and trained. The average R2 value was calculated using the five-

fold cross-validation as the objective function value and fitness of the genetic algorithm,

and their fitness was sorted. The elite replication selection strategy was adopted to select

the top 50% of the fitness combinations and retain them, and then some of them were

randomly selected. Replicate, cross and mutate the parameter values, build a new

combination, fill the remaining 50%, form a new population, and continue to evolve.

Until the set maximum evolutionary algebra is exceeded, or the objective function has

stalled, has approached the optimal value, evolution stops, and the best combination of

them is selected as the result of hyperparameter optimization.

In this experiment, a total of 17 generations were evolved, with 50 combinations in

each generation, and a total of 850 groups of hyperparameter combinations were
evaluated for fitness. Figure 2 shows the maximum, minimum, average and standard

deviation of the objective function values in each generation. It can be seen that the

values of f_opt and f_max are the same due to the adoption of the elite replication

selection strategy. Each generation selects the maximum objective function value. The

fitness evaluation times and objective function values of each generation are shown in

Figure 2:

Figure 2. Fitness evaluation times and objective function value of each generation of genetic algorithm.
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Using these data to draw a line graph, it can be clearly seen that with the iterative

evolution of the population, the maximum objective function value becomes larger and

larger, and eventually tends to stabilize, approaching the optimal value. The average
value of objective function of each generation population is also increasing and finally

approaching the optimal objective function value. The changing trend of the maximum

and average value of each generation is shown in Figure 3:

Figure 3. Variation trend of maximum and average value of objective function in each generation of genetic

algorithm.

Finally, the optimal super parameter values of random forest regression optimized

by genetic algorithm are: 266, 9, 2, 2676, 9. These values are then used to rebuild the

random forest regression model, retraining and repredicting, and the obtained results are

compared with the model built with default parameters, as shown in Table 3:

Table 3. Forecasting results of different hyperparameters of commodity sales.

Default parameter Optimization parameter

Test set
R2 0.86 0.91

MAE 18.6 10.23

Training
set

R2 0.97 0.95

MAE 6.77 8.57

The data in the table means that using the parameters selected by the genetic

algorithm, the prediction effect of the test set is improved, while the prediction effect of

the training set is decreased, which avoids overfitting to a certain extent.  At the same

time, the parameters optimized by genetic algorithm can enhance the model ability of

generalization, and the optimization effect is remarkable.

2.5.  Fitting Effect

The predicted value can be plotted on the line chart of the real value of the data set, and

the fitting effect between the predicted value and the real value can be visually observed.

The fitting effect is shown in Figure 4:
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Figure 4. A fitting rendering of the predicted and true values.

3. Conclusion

Through experimental analysis, the prediction effect of random forest regression model

is effectively improved after using random forest regression algorithm for feature

selection and genetic algorithm for hyperparameter optimization. Suppliers can reduce

inventory costs by managing inventory in advance based on forecasted commodity sales.
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