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Abstract. Siamese networks have gained popularity as a method for
modeling text semantic similarity. Traditional methods rely on pool-
ing operation to compress the semantic representations from Trans-
former blocks in encoding, resulting in two-dimensional semantic
vectors and the loss of hierarchical semantic information from Trans-
former blocks. Moreover, this limited structure of semantic vectors
is akin to a flattened landscape, which restricts the methods that can
be applied in downstream modeling, as they can only navigate this
flat terrain to capture semantic nuances. To address this issue, we
propose a novel 3D Siamese network for text semantic similarity
modeling, which maps semantic information to a higher-dimensional
space. The three-dimensional semantic tensors not only retains more
precise spatial and feature domain information but also provides the
necessary structural condition for comprehensive downstream mod-
eling strategies to capture them. Leveraging this structural advan-
tage, we introduce several modules to reinforce this 3D framework,
focusing on three aspects: feature extraction, attention, and feature
fusion. Our extensive experiments on four text semantic similarity
benchmarks demonstrate the effectiveness and efficiency of our 3D
Siamese Network.

1 Introduction

The aim of modeling text semantic similarity is to predict the de-
gree of similarity between a pair of text sequences [15, 6, 24, 27, 2].
One of the popular methods for modeling text semantic similarity is
the Siamese network, which employs dual Transformer encoders to
encode two texts separately and fuse them together at the matching
layer [18, 19]. The Transformer blocks used as encoders capture hi-
erarchical semantic information that can be viewed from two aspects:
positional (spatial) domain information and feature domain informa-
tion [30]. Shallow Transformer blocks have high global feature en-
capsulation, whereas deep blocks have comparatively lower global
feature encapsulation. On the other hand, deep Transformer blocks
have high encapsulation of local feature and positional information,
while shallow blocks have low encapsulation of local feature infor-
mation.

In order to fully utilize these semantic information for modeling
semantic similarity, researchers have introduced different modules
into the models from three perspectives: feature extraction [26, 14,
9], late attention [16, 20, 2], and feature fusion [31, 6, 26, 18, 35, 19].
However, as illustrated in Figure 1(a), these methods are based on a
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Figure 1: Comparison between the traditional Siamese Network and
our 3D network for modeling text semantic similarity, where ’P’ de-
notes the pooling operation and ’C’ denotes the concatenation oper-
ation.

flattened processing, pooling the representations from each Trans-
former, and in some cases, even solely utilizing the representation
from the final Transformer block. [18, 16, 22, 19]. These processes
lead to two-dimensional (sentence length, feature dimension) seman-
tic vectors and causes a substantial loss of hierarchical semantic in-
formation from different Transformer blocks. Moreover, this lim-
ited structure of semantic vectors is akin to a flattened landscape,
which restricts the methods that can be applied in downstream mod-
eling, as they can only navigate this flat terrain to capture semantic
nuances. To tackle this issue, as depicted in Figure 1(b), we have
implemented a novel technique that models text semantic similar-
ity through a 3D Siamese network 1. This 3D network architecture
maps semantic information to a higher-dimensional space, compre-
hensively and effectively retaining the hierarchical semantic infor-
mation from Transformer blocks. For traditional methods of mod-
eling two-dimensional semantic tensor similarity, the limitations lie
in the tensor dimensions, which dictate the use of a single atten-
tion mechanism, and the reliance on global pooling during the fea-
ture fusion stage. In contrast, the resulted three-dimensional seman-
tic tensors provides the necessary structural condition for a more
diverse range of options for attention and feature fusion in down-

1 The code will be open-sourced: https://github.com/hggzjx/3D_SN
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stream tasks, enabling a more comprehensive and robust capture of
spatial and feature domain information. Leveraging this structural
advantage, and drawing inspiration from modules within the image
processing domain [13, 33, 12, 29, 21], we suggest several mod-
ules focusing on three vital aspects to reinforce this network: feature
extraction, attention, and feature fusion. Specifically, we introduce
Adaptive weighting to Extract Features (AFE) from the represen-
tation from each transformer block, and use a stacked concatena-
tion method to encode sentences for downstream semantic similar-
ity modeling. The 3D Siamese network provides increased potential
for attention mechanisms and feature fusion. In contrast to traditional
single late attention, we simultaneously incorporate Spatial Attention
(SA) and Feature Attention (FA), forming a robust information in-
teractor. Moreover, from a higher-dimensional standpoint, we draw
upon Inception architecture and Dilated Convolution to develop a
Receptive Field Module (RFM) for feature fusion.

Our main contributions resides in the following aspects:

• We propose a 3D Siamese network that comprehensively and
effectively retaining the hierarchical semantic information from
Transformer blocks, and provides the necessary structural condi-
tion for comprehensive downstream semantic similarity modeling
strategies to capture them.

• To reinforce this 3D Siamese network, we suggest several modules
for the downstream semantic similarity task that focus on three
crucial aspects: feature extraction, attention, and feature fusion.

• Introduced modules exhibit "plug-and-play" characteristic, which
contributes to the model’s robust modularity and scalability.

2 Related Work

Text semantic similarity modeling is a core problem in Natural Lan-
guage Processing, which aims to determine the semantic relationship
between two given textual inputs[15, 6, 24, 27, 2].

In recent years, Transformer-based pre-trained encoders have
garnered significant attention for modeling text semantic similar-
ity [30], yielding remarkable results [25, 7, 34]. Two primary train-
ing paradigms have emerged, based on Transformer encoders. The
first entails the joint encoding of sentence pairs by Transformer
modules [23], which facilitates comprehensive interaction between
sentence pairs in terms of information. However, this approach re-
sults in increased computational costs and higher inference latency,
posing challenges for industrial deployment. Alternatively, the sec-
ond approach employs a structure with Siamese Transformer en-
coders [7, 26, 18, 22]. This method enables offline computation of
text embeddings, significantly reducing online latency [3, 26].

To enhance the performance of Siamese networks, researchers
have proposed corresponding improvements in three areas: feature
extraction, late attention, feature fusion. In terms of feature extrac-
tion, researchers [26] compared the effects of three pooling fusion
methods on the performance of Siamese BERT. The average-pooling
strategy can extract more abundant information compared with max
pooling. In addition to pooling operation, DenseNet [14, 9] has also
been used for feature extraction [3], largely preserving the informa-
tion of the original text features. In order to enhance the model’s
interaction capability, researchers have introduced numerous late at-
tention strategies, such as the cross-attention layer [16], the MLP
layer [20], and the Transformer layer [2]. Regarding feature fu-
sion, tensor cross-fusion [31, 6, 26] and pooling fusion [6, 26, 18]
are the most commonly used methods for feature fusion. Based on
these, [35] propose an improved mechanism for information fusion

and interaction that compares local and aligned representations from
three perspectives. [19] propose VIRT-Adapted Interaction which
performs feature extraction and information exchange simultane-
ously.

As mentioned in Section 1, these methods are based on a uniform
and flattened processing, pooling the representation from each Trans-
former block during encoding, [26, 18, 16, 22, 19], the limitation of
which lies in the insufficient extraction of these two types of informa-
tion, as well as the constraints imposed on the downstream choices
of similarity modeling. To address this issue, we have adopted a
novel approach modeling text semantic similarity through a three-
dimensional Siamese network and suggest several modules to rein-
force it.

3 Methodology

The task of modeling text semantic similarity can be described as
formulated in Equation 1. Given the input sentence pair sx and sy ,
the training goal of the model is to train a classifier ξ that computes
conditional probabilities P (label|sx, sy) to predict the relationship
between the output sentence pairs based on the output probabilities.
The label ∈ Ω represents different degrees of semantic similarity.

P (label|sx, sy) = ξ(sx, sy) (1)

In this paper, we introduce a novel 3D Siamese network for text
semantic similarity modeling, emphasizing feature extraction, atten-
tion, and feature fusion. The 3D Siamese network consists of the fol-
lowing modules we introduced: Adaptive Feature Extraction (AFE),
Spatial Attention & Feature Attention (SA&FA), and Receptive Field
Module (RFM). AFE comprehensivly and efficiently preserves se-
mantic information from different Transformer blocks. SA captures
long-range dependencies between sentence pairs, while FA dynam-
ically adjusts feature weights within certain sentence for better dis-
crimination. We combine SA and FA for robust information inter-
actor. Finally, RFM leverages the Inception architecture and Dilated
Convolution layers to capture a larger receptive field.

3.1 Adaptive Feature Extraction

Compared to the traditional method of using pooling operations to
compress semantic representations from transformer blocks„ we pro-
pose the use of trainable Adaptive weights for Feature Extraction
(AFE) in each block. These weighted representations are concate-
nated in a three-dimensional form, delivering the most comprehen-
sive information for downstream task modeling.

Given the input sentence pair sx = [sx
1 , s

x
2 ...s

x
lx ] and sy =

[sy
1 , s

y
2 ...s

y
ly
], we use Transformer blocks to acquire representations

of the input sentences. Assuming there are H Transformer blocks,
the semantic representations of the sentence pair xh

i and yh
j can be

obtained in the hth Transformer block.

xh
i = TransformerBlockh(sx, i), i ∈ [1, 2...lx]

yh
j = TransformerBlockh(sy, j), j ∈ [1, 2...ly]

(2)

Our goal is to obtain a semantic tensor comprising the represen-
tations from each Transformer block, concatenated using trainable
weights. We define our unnormalized attention vectors x̃h

i and ỹh
j as

formulated in Equation 3.

x̃h
i = σ(Wh

2 (ReLU(Wh
1 x

h
i + bh1 )) + bh2 )

ỹh
j = σ(Wh

2 (ReLU(Wh
1 y

h
j + bh1 )) + bh2 )

(3)
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Where Wh
1 , Wh

2 , bh1 , bh2 are shared and trainable parameters for the
representation from the hth Transformer block. σ refers to the sig-
moid activation function. ReLU refers to the ReLU activation func-
tion. We calculate the normalized attention weights αh

i and βh
j , as

formulated in Equation 4.

αh
i =

x̃h
i∑lx

i=1 x̃
h
i

, βh
j =

ỹh
j∑ly

j=1 ỹ
h
j

(4)

These weights are applied to perform a weighted concatenation
on the representations from each transformer block, producing final
semantic tensors {X,Y } that are utilized for further modeling of
semantic similarity in downstream tasks.

X = [α1
ix

1
i ;α

2
ix

2
i ...;α

H
i xH

i ]

Y = [β1
jy

1
j ;β

2
jy

2
j ; ...;β

H
j yH

j ]
(5)

In above equation both X and Y ∈ R
H×L×D . D is the dimension

of the sentence vector. H is the number of Transformer blocks, and L
is the length of the sentence vector. [; ] is the concatenation operation.

3.2 Spatial Attention & Feature Attention

As we have mentioned, traditional methods of modeling text seman-
tic similarity employ consistent pooling compression of the represen-
tations generated by transformer blocks. As a result, they can only
adopt a single late attention to model the spatial and feature domain
information between sentences. In contrast, our approach takes a 3D
perspective and allows for the separate modeling of Spatial Atten-
tion (SA) and Feature Attention (FA). By fusing the semantic ten-
sors that have been enhanced through these attention mechanisms
for feature fusion, our approach forms a more powerful informa-
tion interactor. Specifically, Spatial Attention effectively learns the
inter-dependencies between various positions of two semantic ten-
sors, enhancing its ability to capture long-range dependencies be-
tween sentence pairs. Meanwhile, Feature Attention is capable of
discerning dependencies among features within the semantic ten-
sor, dynamically adjusting the weights for each feature and thereby
extracting more discriminative features. For the semantic tensors
{X ,Y } ∈ R

H×L×D , we fuse the results of two attention-enhanced
processes using either feature-level or element-wise multiplication to
obtain the semantic tensors {X′,Y ′} ∈ R

H×L×D′
.

X ′ = SA(X,Y )� FA(X)

Y ′ = SA(Y ,X)� FA(Y )
(6)

where SA and FA refer to Spatial Attention Module and Feature
Attention Module respectively. � refers to elements-wise multiplica-
tion.

3.2.1 Spatial Attention

Spatial Attention enables the modeling of inter-dependencies be-
tween different positions of semantic tensor pairs, which enhances
the ability of our model to capture long-range dependencies between
pairs of sentences. Let {X,Y } ∈ R

H×L×D denote the semantic
tensors that have been processed by the Adaptive Feature Fusion and
Extraction module. We first reshape them to Ki and Qj with the
shape of N ×D, where N = H × L. Different from self-attention,
our query matrix Q and key matrix K interact with each other for
cross-sentence information communication. Therefore, as illustrated

Figure 2: Overview of Spatial Attention.

in Figure 2 , we design two branches to process sentence pair’s rep-
resentations respectively. After that, we perform a matrix multiplica-
tion between the transpose of K and Q and transpose this calculation
result to obtain the semantic tensor of another branch. Finally, we ap-
ply a softmax layer on them to calculate MY

ji and MX
ij respectively.

MY
ji =

exp(KT
i ·Qj)∑N

k=1 exp(K
T
i ·Qk)

, MX
ij =

exp(KT
i ·Qj)∑N

k=1 exp(K
T
k ·Qj)

(7)
Here, similarity matrix MY

ji measures the Y ’s jth position’s im-
pact on the ith position of X . The more similar the feature repre-
sentations of the two positions are, the larger the correlation between
them becomes. The function of MX

ij is similar with Equation 7.
Meanwhile, we reshape X and Y reshape them to V X

i and V Y
j

with the shape of N × D, where N = H × L. Then we perform
a matrix multiplication between V Y

j and MY
ji , after reshaping them

to the shape of N × D. For another branch, similar to the above
calculation process, we perform a matrix multiplication between V X

i

and MX
ij .

X
(SA)
i =

N∑
j=1

MY
ji · V Y

j , i ∈ [1, ...N ]

Y
(SA)
j =

N∑
i=1

MX
ij · V X

i , j ∈ [1, ...N ]

(8)

Where X
(SA)
i is the weighted sum of {Yj}Nj=1 with MY

ji . In-
tuitively, the purpose of Spatial Attention is to use the elements in
{Yj}Nj=1 that are related to X

(SA)
i to represent X(SA)

i . The same is
performed for another branch with Equation 8. Finally, we apply re-
shape operations to the results and then leverage a 1× 1 convolution
layer to get the outputs X(SA) and Y (SA), where X(SA),Y (SA) ∈
R

H×L×D′
and D′ is the feature dimension of low dimensional map-

ping space.

3.2.2 Feature Attention

The Feature Attention is a computational unit designed to learn
the inter-dependencies between features. It takes a semantic tensor
X = [x1,x2, ...,xD] ∈ R

H×L×D or Y = [y1,y2, ...,yD] ∈
R

H×L×D as input and produces transformed tensor X(FA) or
Y (FA) ∈ R

H×L×D′
with augmented representations of the same

size as X(SA) or Y (SA). Inspired by the Squeeze-and-Excitation
Networks [13, 33, 12], Feature Attention can be modeled in two
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Figure 3: Overview of three forms of Feature Attention.

stages, the squeeze stage and the excitation stage. Specifically, the
Squeeze stage is responsible for compressing the input semantic
tensor to obtain a spatial context descriptor [11], which is a pro-
cess of extracting global information. The Excitation performs non-
linear transformations on the compressed semantic tensor to obtain
a weight vector for each feature. We propose three forms of FA. To
simplify illustration, we will only show the processing of FA in the
branch of input X as example in Figure 3.

1. For FA-1, given the input X , to open up the correlation between
feature and spatial domain information, we squeeze this semantic
tensor using average pooling. The squeeze step for the dth feature
can be formulated in Equation 9.

zd =
1

H × L

H∑
i=1

L∑
j=1

xd(i, j) (9)

Where zd is the spatial context descriptor associated with the dth

feature. This squeeze operation makes collecting global informa-
tion possible.
Next, we utilize the feedforward layers to obtain the semantic ten-
sor X(FA−1) ∈ R

H×L×D′
, fully capturing feature-wise depen-

dencies.

X(FA−1) = σ(W2(ReLU(W1z + b1)) + b2) (10)

where W1, W2, b1, b2 are trainable parameters, σ is the sigmoid
function.

2. For FA-2, compared to FA-1, we argue that utilizing max pooling
captures another crucial aspect of object characteristics, which en-
ables us to infer Feature Attention with even greater precision.
Firstly, we utilize average pooling and max pooling operations
to generate two different spatial context descriptors: zd,avg and
zd,max.

zd,avg =
1

H × L

H∑
i=1

L∑
j=1

xd(i, j) (11)

zd,max = maxH
i=1maxL

j=1xd(i, j) (12)

Similar to FA-1, Both descriptors are concatenated then forwarded
to the feedforward layers to produce the final semantic tensor
X(FA−2) ∈ R

H×L×D′
.

X(FA−2) = σ(W2(ReLU(W1([zd,avg; zd,max]) + b1)) + b2)
(13)

Figure 4: Overview of Receptive Field Module.

3. For FA-3, we further enhance the process by accurately model
the relationships between features located at longer distances in
a spatial context while also taking into account their specific po-
sitions within that space. To achieve this, we factorize the global
pooling operation formulated in the original method into a pair of
1D feature encoding operations. Specifically, given an input X ,
we use two pooling kernels with different spatial extents, (H, 1)
and (1, L), to encode each feature along the horizontal and verti-
cal coordinates, respectively. This allows us to compute the output
of the dth feature at hth Transformer block and the output of the
dth feature at the lth position in the sentence, formulated in Equa-
tion 14.

zh
d (h) =

1

L

L∑
i=0

xd(i, j), zl
d(l) =

1

H

H∑
j=0

xd(i, j) (14)

The above two transformations enable a global receptive field and
encode precise positional information. Compared to FA-1 and FA-
2, we not only want to make full use of the captured spatial infor-
mation but also to effectively capture inter-feature relationships.
Specifically, given the descriptors produced by Equation 14, we
apply sigmoid activation and batch normalization processing to
the concatenated result.

g = BatchNorm(σ([zh
d ; z

l
d])) (15)

where g ∈ R
1×(H+L)×D is the intermediate descriptor that en-

codes spatial information in both the horizontal direction and the
vertical direction. Here, D′ is the feature dimension of low dimen-
sional mapping. We then split g along the spatial dimension into
two separate tensors gh ∈ R

H×1×D and gl ∈ R
1×L×D . Another

two 1×1 convolution layers φh , φl are utilized to reshape gh and
gl to tensors with the same feature dimension to D′. Finally we
leverage the matrix multiplication between these two tensor, and
obtain X(FA−3) ∈ R

H×L×D′
.

X(FA−3) = φh(g
h) · φl(g

l) (16)

Where · denotes the matrix multiplication.

3.3 Feature Fusion with a Larger Receptive Field

From our 3D perspective, we leverage a Receptive Field Mod-
ule (RFM) to perform feature fusion. Inspired by the receptive
field of the human vision [21] 2, we adopt the Inception architec-
ture [29, 28, 21], which utilizes a multi-branch structure consisting

2 The style of the illustrations follows the approach in reference [21].
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Methods
Modules Accuracy Latency&Params

Feature Extraction Attention Feature Fusion QQP MRPC SNLI MNLI Avg Latency Params
SBERT [26] Pooling - Max&Avg Pooling 80.81 70.23 82.88 72.35 76.57 0.2ms 6.1M

ColBERT [18] Pooling LA Max&Avg Pooling 86.31 74.23 86.12 76.23 81.22 0.3ms 6.1M

Our Networks

AFE SA Max&Avg Pooling 89.34 77.03 88.43 77.13 83.23 0.5ms 6.1M
AFE SA,FA-1 Max&Avg Pooling 89.45 77.04 89.10 77.11 84.06 0.5ms 6.1M
AFE SA,FA-2 Max&Avg Pooling 89.48 77.02 89.14 77.13 83.44 0.5ms 6.1M
AFE SA,FA-3 Max&Avg Pooling 89.46 77.04 89.02 77.21 83.43 0.5ms 6.1M
AFE SA RFM 90.02 78.10 89.13 77.24 83.62 0.6ms 6.4M
AFE SA,FA-1 RFM 90.09 78.11 89.17 77.24 83.65 0.6ms 6.4M
AFE SA,FA-2 RFM 90.11 78.05 89.11 77.23 83.63 0.6ms 6.4M
AFE SA,FA-3 RFM 90.23 78.18 89.41 77.28 83.78 0.6ms 6.4M

BERT(interaction-based) [30] 91.51 87.81 90.01 86.50 88.96 27.4ms 107M

Table 1: Performance comparison on four benchmarks.

of convolutional layers with different kernel sizes. In addition, we use
Dilated Convolutional layers [5, 4, 10], which have previously been
employed in the segmentation algorithm Deeplab, to further expand
the receptive field.

Figure 4 illustrates the multi-branch structure of RFM, where only
the modeling of a single semantic tensor X′ is presented in the fig-
ure. Specifically, RFM takes the input semantic tensors X ′,Y ′ ∈
R

H×L×D′
and constructs receptive field blocks by using multiple

convolution kernels ψ of different sizes. This enables the network
to capture feature information at different scales. Next, we perform
Dilated Convolutions φr on ψ(X ′) and ψ(Y ′), which output multi-
ple semantic tensors with different dilation rates. Assuming there are
k different dilation rates for the convolution with the same shape, k
corresponding semantic tensors can be obtained. In addition to Di-
lated Convolutions, a 1 × 1 convolutional layer can also be used
to encode the feature vectors, resulting in a semantic tensor with
global contextual information. This feature vector can help the model
understand the global semantic information. Finally, all output fea-
ture vectors are concatenated to obtain the final results XRFM and
Y RFM ∈ R

H×L×(k+1)D′′
, which can be formulated in Equation 17

and Equation 18.

XRFM
i = ReLU(φri

i (ψi(X
′))), i ∈ [1, 2..., k]

Y RFM
j = ReLU(φ

rj
j (ψj(Y

′))), j ∈ [1, 2..., k]
(17)

XRFM = σ([XRFM
1 ; ...;XRFM

k ;φ0(X
′)])

Y RFM = σ([Y RFM
1 ; ...;Y RFM

k ;φ0(Y
′)])

(18)

where ψ denotes the ith convolution with different kernel size.
φri
i denotes the ith convolution with ri dilation rates, φ0 is the 1× 1

convolution layer. The kernels among φri
i , i ∈ [1, 2...k] have the

same size while the kernels among ψi, i ∈ [1, 2...k] have different
sizes to capture complex features.

Finally, we concatenate the two semantic tensors along with their
element-wise multiplication results, and input them into a global av-
erage pooling layer and a fully connected layer to compute semantic
similarity, where GAP(·) denotes the global average pooling opera-
tion.

v = GAP([XRFM;Y RFM;XRFM � Y RFM])

P (label|sx, sy) = softmax(W2(ReLU(W1(v) + b1)) + b2)
(19)

4 Experimental Setup

4.1 Datasets

We adopt the following four benchmarks for evaluation.
QQP (Quora Question Pairs) [17]: QQP is a dataset of around

400,000 question pairs from Quora. The goal is to determine if the
questions have the same intent, assessing performance on semantic
similarity and natural language understanding.

MRPC (Microsoft Research Paraphrase Corpus) [8]: MRPC
has 5,800 English sentence pairs from online news. The task is to
identify if the pairs are paraphrases, testing textual entailment and
semantic similarity.

SNLI (Stanford Natural Language Inference) [1]: SNLI is a
large textual entailment dataset with 570,000 English sentence pairs
and labels for entailment relationships (entailment, contradiction,
neutral). It evaluates natural language inference, determining if a hy-
pothesis holds based on a premise.

MNLI (Multi-Genre Natural Language Inference) [32]: MNLI
extends SNLI with 430,000 sentence pairs from various domains and
genres. Like SNLI, it assesses natural language inference but covers
a broader range of tasks. We evaluated on the mismatched develop-
ment set of MNLI.

4.2 Baselines

We utilize three representative semantic similarity models as base-
lines.

SBERT [26]: Siamese BERT is a Siamese architecture that uses
pre-trained BERT to separately produce embeddings of two inputs.
The output embeddings of two sequences are concatenated to give
final predictions.

ColBERT [18]: ColBERT serves as an efficient model for seman-
tic similarity tasks, utilizing its late interaction mechanism to pro-
cess queries and documents independently, enabling scalability. By
employing dense vector representations, it effectively captures richer
semantic relationships between text pairs.

BERT(interaction-based) [30]: As mentioned in Section 2,
BERT(interaction-based) is an interaction-based model rather than
utilizing a Siamese framework. Its underlying principle involves con-
catenating sentence pairs and encoding them through BERT for sub-
sequent similarity prediction. While this approach enables rich inter-
actions, it also introduces a significant number of training parameters
and inference latency.
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Figure 5: Results of ablation study on various combination of strategy
selections for SA and FA.

4.3 Implementation Details

Our prediction target is label∗ = argmaxP (label|sx, sy). For the
QQP and MRPC datasets, label∗ represents {match, not match},
while for the SNLI and MNLI datasets, label∗ corresponds to {en-
tailment, neutral, contradiction}. For all baselines, as well as our
models, we use BERT (Base) as the encoder with 12 Transformer
blocks, resulting in an encoded feature dimension of 768. Each sen-
tence is padded to the average length of sentences in the dataset. To
minimize the impact of the number of parameters on model perfor-
mance, we adjusted the hyper-parameters of the convolutional and
fully connected layers in the model, keeping the training parameters
of all Siamese-based baselines and our model at similar levels. In the
calculation of inference latency, the values we display are normalized
by the test set size. We train the model for 15 epochs with a batch size
of 32 and a learning rate of 0.001. Cross-entropy is used as the loss
function, and the Adam optimizer with β1 = 0.9 and β2 = 0.999
is employed. We adopt a learning rate decay strategy and early stop-
ping here. Specifically, if there is no early stopping after 10 epochs,
the learning rate will be reduced with a decay rate of 0.1.

5 Results and Analysis

5.1 Main Results

Table 1 presents the main results for both baselines and our proposed
approach across four evaluation tasks (QQP, MRPC, SNLI, MNLI).
The principal difference between SBERT and ColBERT lies in the
latter’s implementation of Late Attention (LA), which contributes to
ColBERT’s enhanced performance. Our model is built upon various
combination strategies of the aforementioned modules, utilizing pro-
posed modules such as AFE for feature extraction, SA, FA-1, FA-2,
and FA-3. In terms of feature fusion, our model explores both max
pooling and average pooling, as well as RFM. The experimental re-
sults indicate that our model surpasses the baseline methods in terms
of accuracy for the majority of tasks. Models employing RFM for
feature fusion exhibit higher accuracy compared to those utilizing
max pooling and average pooling. This can be attributed to the in-
creased receptive field provided by RFM. Among the various atten-
tion mechanism combinations, the pairing of SA and FA-3 demon-
strates the most favorable performance. BERT (interaction-based), as
a powerful interactive-based model, outperforms our model in accu-
racy. However, its intricate interaction pattern leads to a substantially
greater inference latency and parameter count relative to our method.

Figure 6: Robust experimental results on the impact of Transformer
block and adaptive weight selection for feature extraction. FE and
AFE represent feature extraction without the introduction of adap-
tive weights and feature extraction with the incorporation of adaptive
weights, respectively.

In conclusion, our network demonstrates superior performance in
terms of accuracy across four benchmark tasks when compared to the
SBERT and ColBERT. Compared with BERT (interaction-based),
our network exhibits significant advantages in aspects such as in-
ference latency and parameter count. Consequently, our network re-
quires less storage space and computational resources, rendering it
more valuable for real-time applications and low-latency scenarios.
The modular design of our network allows for the implementation
of various combination strategies based on the selection of different
components. These components possess minimal requirements for
inter-module communication, facilitating seamless integration and
enhancing the model’s modularity and scalability. This adaptable de-
sign paves the way for further optimization and refinement of the
model, ultimately contributing to advancements in the field.

5.2 Ablation Study

5.2.1 Effect of SA&FA

Spatial Attention and Feature Attention together form a powerful
information interactor. To gain a clear understanding of the impact
of different attention combinations on model performance, we con-
ducted ablation study on various combination strategy selections for
SA and FA. As illustrated in Figure 5, the standalone SA consistently
outperforms the independent FA-1, FA-2, and FA-3 across all tasks.
For QQP, MRPC, and SNLI tasks, combining SA with FA-1, FA-2,
and FA-3 results in a significant performance boost. In the absence of
SA, the differences in performance among FA-1, FA-2, and FA-3 are
not substantial. Upon incorporating SA, the SA and FA-3 combina-
tion achieves the best results in all four tasks. In summary, SA serves
as the foundation for improving the modeling of semantic similarity,
and the SA, FA-3 approach demonstrates more stable and superior
performance compared to other methods. This suggests that combin-
ing SA and FA-3 methodologies may lead to better extraction and
utilization of feature information in these tasks.

5.2.2 Effect of RFM

The superior performance of the RFM is due to the introduction of
Inception architecture and Dilated Convolutions to increase the net-
work’s receptive field. In this ablation study on QQP and MRPC
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Figure 7: Both ColBERT and our method encode the similarity matrix of sentence pairs. The darker the color in the image, the higher the
degree of similarity.

datasets, we investigate the impact of Inception architecture and Di-
lated Convolutions on the network’s capabilities. Specifically, for the
Inception architecture, we only introduce multi-branch convolutions
with different kernel sizes; for Dilated Convolutions, we only em-
ploy multi-branch Dilated Convolutions with different dilation rates.
In the experiments, we use global max pooling and average pooling
structures as references. As can be seen from Table 2, both Inception
and Dilated Convolution are able to enhance the network’s perfor-
mance.

Architecture QQP MRPC Params
Max&Avg Pooling 89.46 77.04 6.1M
Inception 89.73(↑0.27) 77.86(↑0.82) 6.1M
Dilated Convolution 90.12(↑0.66) 77.91(↑0.87) 8.2M
RFM 90.23(↑0.77) 78.18(↑1.14) 6.4M

Table 2: Ablation study on different architectures in RFM.

5.3 Robustness Experiments

Our method demonstrates exceptional performance, which can be
attributed to the efficient and comprehensive extraction of informa-
tion from Transformer blocks. In this experiment, we investigated
the impact of varying the number of retained Transformer blocks
during feature extraction and the incorporation of adaptive weights
on model performance. As reported in Figure 6, we conducted eight
sets of experiments on MRPC dataset, examining the differences in
experimental results after applying adaptive weights to four differ-
ent model strategies with various Transformer block configurations:
6 spaced Transformer blocks (selecting Transformer blocks at inter-
vals), 6 bottom Transformer blocks, 6 top Transformer blocks, and
12 Transformer blocks. When comparing different choices of Trans-
former blocks without introducing adaptive weights, we observed
that selecting all Transformer blocks or retaining the top 6 Trans-
former blocks resulted in better model performance and stability than
retaining the bottom 6 Transformer blocks or spacing 6 Transformer
blocks. This is likely because the top Transformer blocks capture
more comprehensive spatial and feature domain information after
passing through multiple attention and feedforward layers. Introduc-
ing adaptive weights not only significantly enhanced the effective-
ness of feature extraction but also minimized fluctuations between
different network combination strategies. Furthermore, it reduced the
influence of the number of Transformer blocks on the model, ulti-
mately bolstering the network’s robustness.

5.4 Case Study

To illustrate the advantages of our 3D semantic similarity modeling
framework compared to traditional models, we encoded sentences
from the MRPC dataset using both the pre-trained ColBERT model
and our own model, obtaining semantic similarity matrices for sen-
tence pairs. Two examples are displayed in the Figure 7, along with
visualizations of their attention similarity matrices. ColBERT can
solely focus on parts of the sentence pairs with similar meanings,
such as ’survival’, ’live’, ’8 to 9 cents’, and ’13 to 14 cents’. In
contrast, our approach can pay more attention to key semantic in-
formation like ’who got surgery’, ’who only had surgery’, ’average’,
’median’, ’beat the company’s April earnings cast’, and ’earnings per
share from recurring operations’. This demonstrates that our method,
which efficiently utilizes raw information and models semantic sim-
ilarity in a three-dimensional manner, can capture focus information
more effectively.

6 Conclusion

In this paper, we propose a novel three-dimensional Siamese network
for modeling semantic similarity. To reinforce this 3D framework,
we have introduced a series of modules that address three key as-
pects: feature extraction, attention, and feature fusion. Extensive ex-
periments on four text semantic similarity benchmarks demonstrate
the effectiveness and efficiency of this 3D Siamese Network. More-
over, our introduced modules exhibit a "plug-and-play" characteris-
tic, contributing to the model’s robust modularity and scalability.

In the future, we plan to apply this concept of three-dimensional
semantic modeling to other tasks within the field of natural language
processing.
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