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Abstract. Micro-expressions (MEs) are brief, involuntary facial ex-
pressions that reveal genuine emotions, making their accurate de-
tection crucial in various applications, such as security, psychology,
and human-computer interaction. Due to its small intensity and short
duration, how accurately capturing the subtle movements of micro-
expression is a challenging problem. This paper presents a novel AU
prototype-based method for micro-expression spotting, which offers
high accuracy and robustness. Action Units (AUs) are basic facial ac-
tions, such as brow lower and lip corner puller, that are widely used
for micro-expression analysis, and an expression can be encoded as
a sequence of AUs. Our approach involves designing AU prototypes
that record representative dynamic information of AUs. We then cal-
culate the prototype matching index between AU prototypes and the
image sequence to construct time-domain prototype matching curves
for ME spotting. In the experimental section, AU prototypes derived
from CASMEII dataset enable a more intuitive analysis of AU within
micro-expressions. Results on the CAS(ME)2 dataset demonstrate
that our ME spotting method significantly outperforms existing ap-
proaches. This makes our method highly valuable for various ap-
plication scenarios, potentially enhancing emotion recognition and
analysis in real-world settings.

1 Introduction

Expression is an essential method for human emotional interaction
[13] and can be divided into macro-expression (MaE) and micro-
expression (ME) according to its duration and intensity [17]. Micro-
expression, which is not controlled by subjective consciousness, of-
ten reflects real human emotions and has critical applications in pub-
lic safety [1]. Micro-expression spotting is a key problem in ME re-
search, aiming to locate micro-expression intervals in the video. Due
to the small intensity and short duration [2], as shown in Figure 1,
micro-expression features may be affected by many factors such as
head-shaking, blinking, facial differences, et al., which makes the
micro-expression spotting accuracy not high. This work aims to in-
troduce a prototype-based method for micro-expression spotting with
high accuracy and interpretability.

Many studies have been performed on hand-crafted feature extrac-
tion for capturing micro-expressions, mainly including optical flow
features and texture features [14][10][12][5][4][21][6]. The optical
flow method finds objects’ movement between two frames accord-
ing to the change of pixels in the time-domain. It offers excellent
interpretability and intuitiveness, which enables its application in a
wide range of high-reliability settings for micro-expression research.
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Researchers recognize the optical flow method as a key method in
the micro-expression analysis [4][21][6]. In 2021, He [6] used the
mean optical flow of the facial regions of interest to estimate local
movements for micro-expression spotting, and the F1-score reached
0.3530 on the CAS(ME)2 database [15]. However, the optical flow
feature is susceptible to ME-independent movements and leads to a
high false-positive rate.

Deep learning methods have recently achieved advanced results
for ME spotting [23][18][20]. In 2021, Yu et al. [20] introduced
the location suppression-based spotting network (LSSNet) for micro-
expression spotting, achieving a F1-score of 0.327 on the CAS(ME)2

database. In 2022, Leng et al. [9] proposed a ME Spotting framework
based on Apex and Boundary Perception Network (ABPN), and the
F1-score reached 0.2908 on the SAMM-LV database [19]. Neverthe-
less, the challenges in gathering micro-expression movements and
labeling them have resulted in small-scale ME databases, which are
insufficient for deep learning model requirements and may lead to is-
sues such as overfitting. Moreover, deep learning-based ME spotting
methods often lack a clear basis, and their results are not easily inter-
pretable. In application contexts like abnormal behavior identifica-
tion and emotion monitoring, ME spotting and recognition outcomes
cannot be accepted without clear evidence.

(a) the onset image (b) the apex image (c) the offset image

Figure 1. Schematic diagram of a micro-expression onset, apex and offset
image [16]. The apex image contains the most significant micro-expression

movement information, and the red arrow points to the area where local
movement occurs.

Ekman first introduced action units (AUs) in the face coding sys-
tem (FACS) [3]. AUs are basic facial actions. Every expression can
be encoded as a sequence of AU. AU classification is recognized as a
powerful tool for analyzing micro-expressions and thus has become
an important topic in micro-expression research [22][11]. In 2021, Li
et al. [11] proposed the dual-view attentive similarity-preserving dis-
tillation method for robust micro-expression AU detection by lever-
aging massive facial expressions in the wild. Each AU is generated by
corresponding facial muscle traction. Therefore, similar movement
patterns show on the face when the same AU occurs [3]. However,
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Figure 2. Overview of AU prototype based ME spotting method

due to the natural facial muscle structure differences, facial move-
ments with the same AU are different between subjects. Subjects
themselves can also vary in amplitudes of facial movements corre-
sponding to different emotional intensities. Therefore, it is highly
desirable to design methods that can obtain AU movement patterns
and are robust to differences in facial movements with the same AU.
This helps improve micro-expression spotting accuracy and is vital
for interpretable micro-expression modeling.

In summary, this paper implements the optical flow method to cap-
ture the dynamic information of facial movement, analyzes complex
micro-expressions based on AU prototypes, and then constructs a
micro-expression spotting method with good reliability and robust-
ness. The main contributions of this paper are summarized as fol-
lows: (1) AU prototypes for micro-expression analysis are proposed,
which record the representative dynamic information of AUs. (2) A
micro-expression spotting method based on the AU prototype is de-
signed, dramatically improving ME spotting’s accuracy.

The remainder of this paper is structured as follows: Section 2 de-
tails the optical flow technique, AU prototypes construction method
and the prototype-based ME spotting method; Section 3 outlines the
experiment and discusses the results of our method; Finally, the con-
clusion section summarizes the paper and explores potential avenues
for future research.

2 Micro-expression Spotting Technology

The overview of our micro-expression spotting method is shown in
Figure 2. During training, the videos of the trainset are first prepro-
cessed, and optical flow fields are computed from them. On this basis,
AU prototypes are learned. During testing, we calculate the prototype
matching index between optical flow field sequences extracted from
the video and all learned prototypes. And construct time-domain pro-
totype matching curves corresponding to each AU. Next, we use the
peak detection method to locate ME intervals from time-domain pro-
totype matching curves.

2.1 Optical flow method

In this research, the optical flow method is employed to estimate fa-
cial movements. To effectively apply the optical flow approach, two
prerequisites must be met: firstly, the luminosity of video frames re-
mains consistent, and secondly, the spatial positioning of the object
does not undergo abrupt alterations within the temporal domain.

As delineated in equations 1 and 2, polynomial approximations are
carried out on images I1 and I2 to estimate grayscale intensity:

I1(p) = pTA1p+ bT
1 p+ c1 (1)

I2(p) = pTA2p+ bT
2 p+ c2 (2)

A1 and A2 are symmetric matrices, bT
1 and bT

2 are vectors, and c1
and c2 are scalar. All of them record parameters of polynomials. The
pixel point p is represented by (x, y), where x denotes the horizontal
coordinate, and y signifies the vertical coordinate. I1(p) refers to the
grayscale intensity of image I1 at point p.

Assuming a global displacement, denoted as dis, exists between
images I1 and I2, the polynomial approximation of the second image
is derived:

I2(p) =I1(p− dis)

=(p− dis)TA1(p− dis) + bT
1 (p− 1) + c1

=pTA1p+ (b1 − 2A1dis)
T p

+ disTA1dis− bT
1 dis+ c1

(3)

Based on equations 2 and 3, the subsequent three equations are
valid:

A2 = A1 (4)

b2 = b1 − 2A1dis (5)

c2 = disTA1dis− bT
1 dis+ c1 (6)

If A1 is a non-singular matrix, the global displacement dis can be
computed as:

dis = −1

2
A−1

1 (b2 − b1) (7)

The optical flow technique is adept at calculating the subtle move-
ment information and is highly robust to variations in facial texture,
making it particularly suitable for detecting minute movements like
micro-expressions.

Suppose I = {I1, I2, ..., IN} is an image sequence of ME video,
and the optical flow method is applied between the first image I1 and
each consecutive image of the sequence {I2, I3, ..., IN} to calculate
the dense optical flow graph sequences {F1, F2, ..., FN−1}. w and h
are the weight and height of an image in sequence I .

Fi = Flow(I1, Ii + 1), Fi ∈ R
w×h×2 (8)

Fi signifies the dense optical flow graph between Ii+1 and the first
image I1. It comprises two matrices that represent the optical flow in
horizontal and vertical directions.
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2.2 Preprocessing

We normalize the subject’s face before calculating AU prototypes.
Considering the natural differences in facial organ distribution be-
tween subjects, we have identified the areas of the face that are most
crucial in determining emotions, namely the eye region IEY E and
the mouth region IMTH . To ensure the consistency and accuracy of
our analysis across subjects, we have meticulously aligned these re-
gions in each face using a standardized method, as depicted in Figure
3.

Figure 3. Schematic diagram of preprocessing step

Taking the calculation of the eye region IEY E as an example, the
scale of IEY E is calculated as Equation 9 to Equation 12. pleye =
(xleye, yleye)and preye = (xreye, yreye) are the left and right outer
corner. peyels = (xeye

ls , yeye
ls ) represents the upper left corner, and

peyerx = (xeye
rx , yeye

rx ) is the lower right corner of IEY E . We define
the width and height of IEY E are weye and heye.

xeye
ls = xleye − γ1 × (xreye − xleye) (9)

yeye
ls =

(yreye + yleye)

2
− γ2 × (xreye − xleye) (10)

xeye
rx = xreye + γ3 × (xreye − xleye) (11)

yeyerx =
(yreye + yleye)

2
+ γ4 × (xreye − xleye) (12)

2.3 AU prototypes construction

When AUs occur, �d is the ME-related movement at point p = (x, y)
in the image. However, we may get an inaccurate estimate �u using
the optical flow method. We consider the optical flow vector �u as the
superposition of ME-related motion �d and noise �n.

�u = �d+ �n (13)

Random noise may include head movements, blinks, and errors
from the optical flow method. We consider the mean value of these
random noises is approximately zero. Noise �n may cover the micro-
expression movement �d due to the small intensity of MEs, resulting
in a low signal-noise ratio of ME features, which brings difficulties
to ME analysis. Therefore, based on the similar facial motion pattern
of AU, this paper averages the optical flow field of micro-expressions
containing the same AU to suppress random noise. The mathematic
expectation of �u is E{�u} = E{�d}. The average of M movements is
shown in Equation 14.

�̄u =
1

M

M∑
g=0

�ug (14)

The new variance is 1
M

of the original.

σ2
new =

1

M
σ2
�u (15)

From the above analysis, we design the AU prototypes, and the
calculation process is shown in Figure 4.

First, we calculate the optical flow fields of the eye region IEY E

and the mouth region IMTH between the first and peak frame in the
micro-expression video g, denoted as F g

apex
eyeandF g

apex
mth.

F g
apex

eye = Flow(Igfirst
EY E , Igapex

EY E) (16)

F g
apex

mth = Flow(Igfirst
MTH , Igapex

MTH) (17)

Figure 4. Process diagram of learning AU prototypes

Then, we average all ME optical flow fields with the same AU
to obtain representative dynamic information and suppress random
noise. AU prototypes are calculated as Equation 18.

Mj =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∑
g∈SAUj

F g
apex

eye

|SAUj |
, j ∈ Heye

∑
g∈SAUj

F g
apex

mth

|SAUj |
, j ∈ Hmth

(18)

Mj is the prototype of AUj . Heye is a set of action units which
happened in the eye region, and Hmth is a set of action units which
happened in the month region. SAUj is a set of ME video indexes
with AUj .

We can obtain a sequence of AU prototype mask = M1, ...,MV ,
and V is the number of AU .

2.4 Micro-expression Spotting Method

For applied research, we design and implement a micro-expression
spotting method. The input is a long video containing a front view of
the face, while the output encompasses all spotted micro-expression
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Figure 5. Process diagram of ME spotting step

intervals. We use a static sliding window encompassing N images to
segment the video and locate MEs within the sliding window subse-
quently.

The process of spot micro-expressions based on AU pro-
totypes in the image sequence involves four stages: facial
region alignment, AU prototypes matching, AU detection
and fusion. Consequently, the micro-expression intervals set
T = {[start1, end1], [start2, end2], ..., [startlast, endlast]} is
acquired. Motivated by [6], the sliding window’s step size (S) is
adaptively modified based on the spotted expression’s location.

If no micro-expression is identified within the current window:

S = N/2 (19)

Conversely,

S = endlast + 1 (20)

In the subsequent sections, we will elaborate on several techniques
employed in our suggested micro-expression spotting method.

2.4.1 AU Prototypes Matching

The micro-expression spotting method based on AU prototype is
shown in Figure 5. The first image I1 is used as a reference for
the image sequence I = {I1,I2, ...,IN} to perform preprocessing
and optical flow feature extraction (as shown in section 2.1 and
2.2). After these operations, we get the optical flow field sequence
{F eye

1 , F eye
2 , ..., F eye

N−1} of the eye region and the optical flow im-
age sequence {Fmth

1 , Fmth
2 , ..., Fmth

N−1} of the mouth region. F eye
i

is a dense optical flow field of the eye region between image I1 and
Ii+1, F eye

i ∈ R
heye×weye×2.

AU prototype matching index pji between the optical flow fields
(F eye

i , Fmth
i ) and AU prototype Mj is calculated as equations 21

and 22.

Dj
i =

{
F eye
i ◦Mj , j ∈ Heye

Fmth
i ◦Mj , j ∈ Hmth

(21)

pji =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

weye∑
x=0

heye∑
y=0

Dj
i [x, y], j ∈ Heye

wmth∑
x=0

hmth∑
y=0

Dj
i [x, y], j ∈ Hmth

(22)

The operation "◦" is Hadamard product. If j belongs to Heye,
Dj

i ∈ R
weye×heye . Conversely, Dj

i ∈ Rwmth×hmth . wmth and
hmth are width and height of IMTH .

The above calculation is performed on the prototype in
{M1, ...,MV } and the optical flow field in {F eye

1 , F eye
2 , ..., F eye

N−1}
and {Fmth

1 , Fmth
2 , ..., Fmth

N−1}. Therefore, for an image sequence of
length N , a V × (N −1) matrix W can be calculated to describe the
occurrence of AUs.

W =

⎡
⎢⎢⎢⎣

L1

L2

...
LV

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

p11 p12 · · · p1N−1

p21 p22 · · · p2N−1

...
...

. . .
...

pV1 pV2 · · · pVN−1

⎤
⎥⎥⎥⎦ (23)

Matrix W contains V time-domain prototype matching curves.
When a micro-expression with AU i occurs, we can observe a peak
appearing on the prototype matching curve Li. Figure 6 shows the
time-domain prototype matching curves of AU4 and AU12 when
only a frowning action occurs, and the sample of ME is shown in
Figure 7. There is an apparent peak in L4 (curve of AU4), while
L12 (curve of AU12) remains smooth. The highest point of the curve
represents the peak image, which often contains the most ME infor-
mation.

Figure 6. An example of time-domain prototype matching curves
corresponding to AU4 and AU12 [The ordinate represents the AU prototype

matching index, and the abscissa represents the image index]

Therefore, we can estimate AU intervals by detecting peaks of
time-domain prototype matching curves.

2.4.2 Peak detection and fusion method

We detect peaks by calculating the difference between the curve
value of point i and the minimum value of the surrounding areas.
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(a) the onset image (b) the apex image

Figure 7. Schematic diagram of ME onset image and apex image [15].
This micro-expression only contains AU4 (frown action), and the arrow

points to the area where AU4 occurs.

m is the radius of the search area.{
Lj [i]−min(Lj [i− 1], ..., Lj [i−m]) > θj

Lj [i]−min(Lj [i+ 1], ..., Lj [i+m]) > θj
(24)

If the difference is large enough, we consider that point i be-
longs to a peak, as shown in equation 24. We calculate all points
on the curve. θj is the peak detection threshold for AU j. Af-
ter this operation, we obtain peak intervals of AU j Tj =
{[start1, end1]i, ......, [startτ , endτ ]j}.

We calculate the occurrence time of all action units. When mul-
tiple AUs appear at a similar time, we analyze whether two AUs
([startm,endm] and [startn,endn]) belong to the same micro-
expression by calculating the overlap index μ.

μ =
max(min(endn,endm)−max(startn,startm), 0)

min((endm−startm),(endn−startn))
(25)

If μ is larger than threshold δ, we consider these two AUs belong
to the same micro-expression. And then, fuse two AU intervals to get
a new interval [startnew, endnew].

startnew = min(startn, startm)

endnew = max(endn, endm)
(26)

After the fusion operation of each two AUs, we obtain the ME
intervals TME = {[start1, end1], ......, [startE , endE ]}.

3 EXPERIMENTS AND RESULTS

3.1 Databases and Metric

We evaluate our approach using the public dataset CASMEII
[16] and CAS(ME)2 [15]. CASMEII is the most popular micro-
expression recognition database, which contains 256 micro-
expression samples from 26 subjects. CASMEII samples are labeled
as 5 categories: happiness, surprise, disgust, repression and others.
CAS(ME)2 is one of the most widely used databases for MaE and
ME spotting, which is recorded with a frame rate of 30 fps and a
resolution of 640 × 480. CAS(ME)2 includes 57 micro-expressions
and 300 macro-expressions. The total duration of the CAS(ME)2

database is 138.34 minutes, and the time of the expression occur-
rence is 6.31 minutes. It is known that the occurrence of expressions
in the CAS(ME)2 database is sparse.

We discriminate whether a spotted interval Qspotted is a correct
detection by calculating IoU between the spotted interval Qspotted

and the ground-truth interval QgroundTruth.

Qspotted∩QgroundTruth

Qspotted∪QgroundTruth
≥ k (27)

Table 1. Details of databases

CAS(ME)2 CASMEII

Video samples 87 256
MaEs 300 0
MEs 57 256

Resolution 640×480 640×480
FPS 30 200

The threshold k is set to 0.5. If the IoU is larger than threshold k,
Qspotted is a true positive result (TP).

We calculate the F1-score of macro-expressions, micro-
expressions and overall by Equation 30. It can be observed
that the F1-score is calculated from the indicator Recall and Preci-
sion. This requires spotting as many micro-expressions as possible
while avoiding too many false positive detections.

RecallAll =
AME + AMaE

MME + MMaE
(28)

PrecisionAll =
AME + AMaE

NME + NMaE
(29)

F1-score =
2× (Recall× Precision)

Recall + Precision
(30)

AME and AMaE are amounts of true positive results; MME and MMaE

are amounts of all ME and MaE intervals; NME and NMaE are amounts
of spotted ME and MaE intervals.

3.2 Experiment configuration

In this experiment, to test the transfer ability of the method and in-
crease the challenge difficulty. We train the prototype on the CAS-
MEII [16] dataset and conduct experiments on the CAS(ME)2 [15]
dataset for spotting micro- and macro-expressions, respectively. The
specific experimental setup is shown below:

The length of the sliding window is set to the number of images
contained in a seven-second video interval. We use the same method
to spot macro- and micro-expressions. Expressions that last less than
0.5s are considered micro-expressions. We use the Dlib tool [8] to
locate 68 landmarks of the face. When calculating the eye region, the
parameters γ1 is set to 0.2, γ2 is set to 0.6, γ3 is set to 0.2 and γ4 is
set to 0.6. The eye region IEY E is normalized to 280 × 240 and the
month region IMTH is normalized to 260× 160 after preprocessing.

Before the peak detection, the curves are passed through a low-
pass filtering process, and any component with a value below zero is
set to zero. In the peak detection method, the search radius m is set to
the number of images contained in a one-second interval of the video.
The threshold δ for interval fusion is 0.33 in the local movement
fusion method.

3.3 Analysis of experimental results

3.3.1 AU Prototypes

In this paper, we construct AU prototypes based on the CASMEII
database [16]. Eight AUs appearing more than ten times in the CAS-
MEII are selected. The definition of selected AUs is shown in Table
1. Each AU in set {AU1, AU2, AU4, AU7} only occurs in the eye
region, while the AU in set {AU12, AU14, AU15, AU17} occurs in
the mouth region.
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Table 2. The definition of selected AUs.

AU definition AU definition

AU1 brow inner corner raise AU12 Lip corner puller
AU2 brow outer corner raise AU14 Lip corner tight
AU4 Brow lower AU15 Lip corner down
AU7 Lids tight AU17 Lower lip raise

An AU prototype comprises two matrixes representing the hor-
izontal and vertical motion trends, Mj = {Mx

j ,M
y
j }. To clearly

observe the motion information represented by each AU prototype,
we draw arrows on uniformly spaced pixels, as shown in Figure 8.
We call them as the directional map. Specifically, for the arrow start-
ing at pixel point p = (α, β) the pointing position pend is shown in
equation 31. ϕ is an amplification factor.

pend = (α+ ϕ ∗Mx
j [α, β], β + ϕ ∗My

j [α, β]) (31)

At the same time, in order to facilitate the observation of the move-
ment amplitude information of the AU prototype, We calculate the
magnitude matrix Hj from Mj

x and Mj
y , j is the index of AU.

Hi =
√

Mx
i ◦Mx

i +My
i ◦My

i (32)

(a) AU1 (b) AU10

(c) AU2 (d) AU12

(e) AU4 (f) AU15

(g) AU7 (h) AU17

Figure 8. Examples of heatmap and directional map related to AU
prototypes

As shown in Figure 8, we draw heatmaps according to magnitude
matrixes. We can see when the AU1 or AU2 occurs, the movement of
the eyebrow area is significant. AU1 and AU2 often appear together
in micro-expressions with surprising emotions, which have similar
motion direction. However, we can observe from the heatmap that,
compared to AU1, the area with the highest movement amplitude in
the AU2 prototype is closer to the outer side of the eyebrow, which
is consistent with the definition of AU2. From the Figure 8, Action
Units (AUs) 1, 2 and 4 have similar motion locales, yet notable dif-
ference are discernible when examining the directional map. AU4

and AU7 are often accompanied by negative emotions and can oc-
cur either alone or together. It can be observed that the movement of
AU7 is more pronounced at the lid compared to AU4, which is also
in accordance with the definition in table 2. When AU12 and AU15
occur, heatmaps show that the movement of the lip corner area is
significant. we can see the clear difference in the direction of their
movement in the directional map. The definition of AU17 is raising
the lower lip, and the heatmap shows that the movement of the mid-
dle part between the lower lip and the lower jaw is apparent.

In AU prototypes, the value of the AU-independent region ap-
proaches zero. Therefore, when analyzing facial movements, the AU
prototype can effectively remove the interference of dynamic infor-
mation irrelevant to this AU.

3.3.2 Macro- and micro-expression spotting results

We spot macro-expressions (MaEs) and micro-expressions (MEs) on
CAS(ME)2 dataset and the result is shown in Table 2. The F1-score
is 0.4337 for macro-expressions, 0.2857 for micro-expressions, and
0.4162 for all expressions. Because of the small and fast movement
of micro-expressions, the F1-score of ME is much lower than MaEs.

Table 3. Performance on Macro- and Micro-expression.

Macro-expression Micro-expression overall result

Total number 300 57 357
TP 113 10 123
FP 94 3 101
FN 187 47 234

Precision 0.3766 0.1754 0.3445
Recall 0.5113 0.7692 0.5256

F1-score 0.4337 0.2857 0.4162

Thus far, micro-expression databases are manually annotated.
Nevertheless, due to the subtle nature of micro-expression, delineat-
ing the boundaries of micro-expression occurrences is often chal-
lenging. Consequently, expressions location labels in the database
are inherently susceptible to the presence of inaccuracies. In light of
this, the present study aims to moderately lower the threshold k of the
overlap index, in order to obtain spotting results that cater to different
overlap degree requirements, as illustrated in Table 5. The results re-
veal that when the threshold requirement is diminished, the spotting
result F1-score experiences a significant enhancement. This outcome
is not readily apparent. As demonstrated in Section 3.1, the occur-
rence of expressions in the long videos of the CAS(ME)2 database is
sparse. This observation suggests that some expressions are indeed
spotted, but with an IOU of less than 0.5 with the label.

Table 4. Spotting results of CAS(ME)2 database with different threshold
values.

k Precision Recall F1-score

0.5 0.3445 0.5256 0.4162
0.4 0.3865 0.5897 0.4670
0.3 0.4341 0.6623 0.5245

Table 5 compares different methods for spotting MaEs, MEs and
overall in terms of F1-score on CAS(ME)2. The result of our method
is significantly higher than other studies. Among them, paper [20],
[9] implemented deep learning methods to spot micro-expressions.
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We think that in the case of smaller amounts of data in micro-
expression databases, the performance of hand-crafted features may
be more stable.

Table 5. Comparison with other methods.

Macro-expression Micro-expression overall result

Gan [4] 0.1436 0.0098 0.0448
Zhang [21] 0.2131 0.0547 0.1403
Yu [20] 0.3800 0.0630 0.3270
Yang [18] 0.2599 0.0339 0.2118
He [7] 0.4169 0.1202 0.3530
Leng [9] 0.3357 0.1590 0.3117
Proposed 0.4337 0.2857 0.4162

While papers [21], [7] use optical flow methods to extract motion
information. The paper [7] is the expanded version of work [6] which
achieved first place in the 2021 MEGC competition. It estimates the
magnitude of local facial motion by calculating the amplitude of the
average optical flow in facial regions of interest and constructs a tem-
poral waveform curve. Correspondingly, our study analyzes the pres-
ence of AUs corresponding to ME by matching with AU prototype.
Since these two methods have similar peak detection techniques, we
use [7] as a baseline. As can be observed from Table 5, the feature
extraction based on AU prototype significantly improves the spot-
ting performance. We believe that the reason for the better results is
that our method has better robustness, effectively reducing the impact
of expression-unrelated noise on micro-expression feature extraction
and eliminating some false positive results. We use the matching pro-
cess of head-shaking noise with the AU12 prototype as an example,
as shown in Figure 9.

(a) Simplified prototype of AU12

(b) 8 head-shaking unit vectors and matching results

Figure 9. The matching process between the head-shaking noise and the
AU12 simplified prototype.

For the convenience of representation, we simplify the AU12 pro-
totype as vectors at the two points of the left and right mouth corners,
denoted as �lc and �rc, as shown in Figure 8(a). The actual movement
at the corners of the mouth is noted as�hl and�hr . The matching result
is noted as ω.

ω = max(�hl ◦ �lc+ �hr ◦ �rc, 0)

When AU12 appears at the corners of the mouth, the motions of
the two mouth corners are set to be two unit vectors, and the matching

result with the simplified AU12 prototype is noted as ωAU12, with
ωAU12 = 1.

We then set eight unit vectors to represent eight head-shaking di-
rections, noted as {�h1,�h2, . . . ,�h8}, as shown in Figure 9(b); when
only the head shakes, the actual movement at the corners of the
mouth is �hl = �hr = �hv . The results of matching the head-shaking
vectors with the simplified AU12 prototype are calculated separately
and noted as {ω1, ω2, . . . , ω8}, and the results are shown in Figure
9(b). It can be observed that matching with the AU12 prototype has
a certain attenuating effect on the head movement noise belonging
to the {�h1,�h2,�h8} direction (the matching result is less than 1); for
the head movement belonging to the {�h3,�h4, . . . ,�h7} direction, it
completely will not match the AU12 prototype (the matching result
is 0). In summary, our proposed method has good robustness to ME-
unrelated noise such as head-shaking, and can effectively improve
the reliability of spotting results.

3.4 Ethical Concern

It is essential to acknowledge potential biases of our method that may
arise from collecting and labeling the training data. Current micro-
expression data are collected in a lab-controlled environment, and la-
beled subjectively by human annotators. Our models may internalize
these biases, leading to inaccuracies for certain demographic groups.
Moreover, personal and sensitive information could be revealed by
ME, so informed consent is needed for their ethical development and
deployment. Safeguarding the privacy of both raw data and learned
patterns is of utmost importance. Addressing these issues is essential
to ensure the deployment and ethical development of ME analysis
technologies.

4 Conclusions

In this study, we design an automatic micro-expression spotting
method based on AU prototypes. It mainly includes AU prototype
construction and matching process. First, we compute the optical
flow field to capture the tiny facial movements. Secondly, we take
advantage of the feature that AU has similar motion patterns to sup-
press expression-unrelated noise and construct pure AU prototypes.
Subsequently, by calculating the prototype matching index, a com-
prehensive analysis of micro-expressions is achieved. This matching
approach has good robustness and interpretability.

In experiment, we construct the prototype on the CASMEII dataset
and spot micro- and macro-expressions on the CAS(ME)2 dataset.
Visualization results of AU prototype help us understand its motion
patterns. The F1-score of micro- and macro-expressions spotting on
the CAS(ME)2 is 0.4162. Compared with other micro-expression
spotting methods, the spotting results of this method have been
greatly improved. In the future work, we will try to construct ME
spotting and recognition system based on multi-feature fusion.
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