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Abstract. Unsupervised pre-training has demonstrated its potential
for accurately constructing world models in visual model-based rein-
forcement learning (MBRL). However, such MBRL approaches ex-
hibit limited generalizability, thereby limiting their practicality in di-
verse scenarios. These methods produce models that are restricted to
the specific task they were trained on, and are not easily adaptable to
other tasks. In this work, we introduce a powerful unsupervised pre-
training reinforcement learning (RL) framework called VMBRL3,
which improves the generalization ability of visual MBRL. VM-
BRL3 employs task-agnostic videos to pre-train both the autoen-
coder and world model without access to actions or rewards informa-
tion. The fine-tuned world model can then be applied to a range of
downstream reinforcement learning tasks, allowing for rapid adap-
tation to diverse environments and facilitating policy learning. We
demonstrate that our framework significantly improves generaliza-
tion ability in a variety of manipulation and locomotion tasks. Fur-
thermore, VMBRL3 doubles the sample efficiency and overall per-
formance compared to previous visual methods of MBRL.

1 Introduction

Model-based reinforcement learning (MBRL) has become a popular
approach for improving sample efficiency in reinforcement learning
by utilizing a world model to enable faster learning with fewer in-
teractions with the environment [28, 38]. In real-world applications,
using visual images as input to construct task states without requir-
ing expert knowledge can facilitate the development of more robust
and adaptable agents capable of learning directly from raw sensory
data. However, using visual images as input can increase the need
for the agent to interact with the environment. As such, MBRL has
emerged as a prevalent method for solving complex visual control
tasks, such as robotics control with visual input and video games
[27, 46, 23,9, 20, 8, 7].

The mainstream approach to model construction in MBRL in-
volves unsupervised learning, which has shown promising results for
visual control tasks [39, 37]. For instance, Dreamer [13] and Dream-
erV2 [15] use an autoencoder (AE) to extract features, upon which
a world model is built. Moreover, several MBRL methods use unsu-
pervised pre-training and fine-tuning to learn a world model [30, 26].
Specifically, the world model is pre-trained with RL data and then
fine-tuned online for the same RL task, leading to improved perfor-
mance.

Nonetheless, a generalization issue arises in the above-mentioned
construction of world models. The learned world model can only be
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Figure 1: (Left) Some examples of Cheetah Run and Quadruped
Walk tasks. (Right) The learning curves of VMBRL3 and Dream-
erV2, which learned world models on Cheetah Run and fine-tuned
on Quadruped Walk, respectively.
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utilized for a specific task and may not generalize well to other tasks.
Consequently, this results in inefficient data utilization and signifi-
cant waste of computational resources. For instance, the representa-
tive MBRL algorithm DreamerV2 [15] faces challenges in employ-
ing the world model obtained from the source environment to the
target environment, as depicted in Figure 1.

A promising solution to overcome the generalization challenge is
to adopt a data-driven approach that utilizes all available data to en-
hance the world model’s ability to generalize. Recent breakthroughs
in deep learning, exemplified by the impressive development of mod-
els such as ChatGPT and GPT-4 [2, 29], have relied heavily on mas-
sive amounts of data. While such an approach is well-established in
supervised learning, it is less common in RL, where learning typi-
cally occurs online. We assume that by leveraging easily accessible
task-agnostic data to acquire a good representation and world model,
one can augment the generalization ability. Leveraging a good repre-
sentation, the world model can simulate the environment with greater
precision. Then, fine-tuning the resulting model for RL tasks gener-
ates concise future state representations, conducive to efficient policy
learning.

In this work, we propose a powerful unsupervised pre-training RL
framework, Visual Model-based Reinforcement Learning in 3 Stages
(VMBRL3), which improves the generalization of visual MBRL.
VMBRL3 has the ability to pre-train a world model using task-
agnostic data. By subsequently fine-tuning the model during down-
stream tasks, it is rapidly adaptable to current environmental condi-
tions, resulting in more precise predictions of environmental states
and future trajectories for policy learning purposes.

Specifically, Stage 1 employs unsupervised learning using of-
fline, task-agnostic videos to train an autoencoder that captures fine-
grained observation representations. The observation images are pro-
jected onto a low-dimensional abstract space, enabling the subse-
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quent learning of a world model based on this space. Stage 2 contin-
ues to utilize the dataset from Stage 1, where action and reward infor-
mation is omitted. The objective of this stage is to enable the world
model to comprehend the dynamics within the low-dimensional ab-
stract space using the unsupervised learning approach. Stage 3 per-
forms online fine-tuning of the autoencoder and world model in
downstream RL tasks. Our primary objective is to attain high perfor-
mance with minimal online data through enhanced sample efficiency.
To this end, we leverage the agent interaction data to fine-tune the au-
toencoder and world model, while the actors and critics exclusively
rely on the updated model for learning.

Our experimental findings validate the successful generalization of
VMBRL3 across a variety of tasks. Furthermore, VMBRL3 outper-
forms existing visual reinforcement learning methods, exhibiting a
significant 2.0x improvement in sample efficiency and overall perfor-
mance. We also provide a comprehensive analysis of our experimen-
tal results, highlighting the strengths and weaknesses of our proposed
approach and suggesting promising avenues for future research.

2 Related Work

Model-based Reinforcement Learning. In recent years, consider-
able efforts have been made in the field of deep reinforcement learn-
ing to enhance the sampling efficiency of algorithms[45]. Among
various research directions, model-based reinforcement learning has
gained recognition as a highly promising approach for improving
sample efficiency[28, 38]. MBRL can be classified into three main
categories based on the method used by the model. The first ap-
proach involves planning optimal actions with the model, such as
model predictive control (MPC)[4] and Monte Carlo tree search
(MCTS)[3, 5, 33, 34]. The second approach uses the model to gener-
ate simulated samples for policy learning or value approximation[27,
46, 23,9, 15, 16]. The third approach involves differentiable dynamic
models, which can be used to optimize policy and value networks
through differentiation[20, 8, 7]. Our research belongs to the second
category, which has demonstrated promising potential in achieving
high sample efficiency[23].

Unsupervised Learning. Unsupervised learning is a technique of
representation learning that involves using unlabeled data to learn
features. It obviates the need for manual labeling by designing
pseudo-supervised tasks to improve the generalization and transfer-
ability of the learned features. Recent years have witnessed signifi-
cant advances in unsupervised learning across various domains, in-
cluding computer vision and natural language processing [19, 11, 6,
10, 18]. In the context of computer vision, the success of represen-
tation learning has inspired the application of reinforcement learning
to visual tasks [43, 14, 25, 24]. In reinforcement learning, unsuper-
vised representation learning has also been studied to improve the
efficiency of sampling [21].

Pre-training in Reinforcement Learning. One of the primary chal-
lenges of industrial RL applications is the high computational cost
associated with RL training. For instance, replicating the results of
AlphaStar [36] may cost millions of dollars [1]. Pre-training can
mitigate this challenge by leveraging pre-trained world models or
pre-trained representations. For example, IBC [12] is a pre-training
method that leverages behavior cloning and model learning to en-
hance the efficiency and generalization capabilities of RL. Although
it is capable of generalizing across various tasks, its performance is
constrained by the quality and quantity of available human demon-
strations. MVP [40] pre-trains image representations with a large
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Figure 2: The design of VMBRL3. In stage 1, we leverage task-
agnostic videos to pre-train an autoencoder and capture fine-grained
observation representations. In stage 2, we use task-agnostic RL tran-
sitions without action and reward to construct a task-agnostic world
model, using the same dataset as stage 1. In stage 3, we fine-tune the
world model using data obtained from agent interactions with down-
stream RL tasks. Following this, the actor and critic are trained based
solely on the updated world model.

number of offline datasets for subsequent reinforcement learning
tasks. MVP uses a multitude of unrelated image pre-training, how-
ever, MVP can not get the long sequential information. APV [32]
uses action-free videos to pre-train the world model, enabling faster
learning in new tasks. Nevertheless, APV neglects state representa-
tion learning, resulting in a performance deficit. FIST [17] learns ba-
sic skills in the pre-training environment and then adapts to new tasks
by adjusting the objective and reward function of the final task. As
a result, subsequent tasks and pre-training environments may not be
identical, but they should be different variations of the same task dis-
tribution. Our work, VMBRL3, leverages task-agnostic time-series
data to pre-train both the representation learning module and world
model, and then fine-tunes in the downstream RL tasks. Since our
representation learning module and world model are exposed to a
wider distribution of time-series data while pre-training, it remains
effective whatever distribution the policy might induce during the
training of the agent.

3 Method

We now present the design of our framework VMBRL3. The overall
framework is shown in Figure 2. Both stage 1 and stage 2 pre-training
use unsupervised methods. Stage 3 incorporates action and reward
information from downstream tasks by fine-tuning the world model.

3.1 Preliminaries

A vision-based control task can be formally defined as a partially ob-
servable Markov decision process (POMDP) with a discrete time step
denoted by ¢ € [1,T], represented by a tuple (O, A, P, R, ). The
observation space O corresponds to the visual image, A represents
the action space, P(0¢|o<t,a<:) refers to the transition dynamics
that map the sequence of past observations and actions to the current
observation, R (r¢|o<t, a<¢) is the reward function that maps the his-
tory of observations and actions to the current reward, and v € [0, 1)
is the discount factor. At each time step, the agent performs actions
according to the policy 7(at|o<¢, a<:). The objective is to find a
policy that maximizes the expected cumulative discounted rewards:
max, Er[> %t = 0[y'r]].
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Figure 3: [llustration of masked visual representation. This model can
significantly reduce the required training time and efficiently extract
feature vectors from visual observations when the mask ratio m is
set to a high value. These low-dimensional feature vectors can then
be used to learn a world model.

3.2 Stage 1: Masked Visual Representation

In this stage, we use a slightly modified masked autoencoder (MAE)
[18] as our backbone network for representation learning. MAE is an
unsupervised visual representation technique that can be used to train
an autoencoder to reconstruct the original pixels by randomly mask-
ing patches of the observed signal. Unlike classical autoencoders,
MAE uses an asymmetric design that allows the encoder to oper-
ate only on the partial, observed signal (without mask tokens) and a
lightweight decoder that reconstructs the full signal from the latent
representation and mask tokens. MAE method follows the approach
of ViT[11], which involves dividing an observation o, € R *W*x¢
into regular, non-overlapping patches v; € R™* (K20) Here, H, W,
and C refer to the height, width, and channel of the observation. K
is the patch size and N = H x W/K? is the number of patches.
A subset of patches is then randomly masked with a ratio of m to
reconstruct the input of MAE.

However, prior work has found that using commonly-used pixel
patch masking for ViT-based models can make it difficult to cap-
ture fine-grained details within patches, such as small objects [31].
To address this limitation, we have incorporated a convolution stem
[11, 41] into our approach, which processes the observation through a
sequence of convolutional layers followed by a flatten layer, resulting
in a feature tensor v5. We then mask vy with a ratio of m (m = 75%
in our experiment) and input it into the ViT encoder to obtain the
potential representation e;*. By using mask tokens and e;" to recon-
struct the original pixels of the observation through a ViT decoder,
we can learn effective visual representations that capture both high-
level and fine-grained features. Note that in the world model learning
phase, the masked ratio m is set to 0. As a result, the observation o
is directly fed into the autoencoder without any masking and gets the
latent representation e?. We provide a schematic illustration of our
proposed approach in Figure 3.

Convolution stem:  v§ = f&VN (04)

ViT encoder:
ViT decoder:

et" ~ ps(e|vi,m) 1)
01 ~ ps(0tler”)

The loss function is equation 2.

L(8) = Epg (e jog,m[— nps (Oeler”)] @

Figure 4: The schematic diagram depicts the task-agnostic latent
model, which takes the features generated by the autoencoder with
a masked ratio of 0 as input. Based on these features, the model re-
constructs the input features and predicts the potential state of the
next time step.

3.3 Stage 2: Task-agnostic World Model

To facilitate generalization across diverse tasks, we drew inspiration
from APV [32] and performed pre-training of the world model with-
out incorporating action and reward information. This task-agnostic
variant of the latent dynamic model[15] comprises four key compo-
nents: (i) a sequence model that predicts the deterministic state hﬁf
at the current moment based on the random state z// | and determin-
istic state hif ; at the previous time step, (ii) a posterior model that
predicts the posteriori random state z 7 from the deterministic state
h; and observation representation eY generated by masked autoen-
coder, (iii) a dynamics predictor that predicts the prior random state
2 T from the deterministic state hif , and (iv) a representation predic-
tor that reconstructs the observed representations &Y. The model can
be summarized as follow (see equation 3 and Figure 4):

Sequence model: hif = f¢(h§£17 zifl)
2!~ a2 |y e?)
&l ~po(3 )

&) ~ py (i’ 27)

Posterior model:
3)

dynamics predictor:
Representation predictor:

This model receives the observation representation from the
masked autoencoder as input and maintains a latent state consisting
of both deterministic and random components. Specifically, the pos-
terior stochastic state integrates information from the observation,
while the priori stochastic state is solely predicted by the determinis-
tic state. During training, our objective is to minimize the difference
between the prior and posterior random states. This allows us to effi-
ciently predict the future states in the latent space and avoid the need
for a decoder to predict future observation representations during in-
ference. Additionally, we ensure that the representation predictor can
reconstruct observation representations from both the deterministic
and random states. To achieve our goals, we optimize the model by
minimizing the negative variational lower bound, as shown in equa-
tion 4, where (;s represents a weight hyperparameter, and 71" is the
length of training sequences in a minibatch.

T
L(¢) = Eq¢(zi:fT‘e?;T) |:Z <_ lnpqﬁ(e?lhf&fv Z:f)

i=1 Representation predictor loss

4)
+mmq%@%ﬁ£nm@%mD}

Task-agnostic model loss
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3.4 Stage 3: Fine-tuning in Downstream RL Tasks

To adapt a pre-trained task-agnostic prediction model for various vi-
sual control tasks, we fine-tune it into a task-conditional prediction
model by incorporating additional information such as actions and
rewards during fine-tuning. While a straightforward approach is to
initialize a task-conditional model with the pre-trained task-agnostic
model and add a reward predictor, this method tends to erase valu-
able information from the pre-training. To address this, we propose a
stacked architecture that combines a task-conditional model with the
pre-trained task-agnostic model, as depicted in Figure 5. The task-
conditional model is defined by Equation 5.

The task-conditional model displays significant similarities to the
task-agnostic model in terms of its dynamics predictor and repre-
sentation predictor. However, a key difference is that the sequence
model in the task-conditional model includes action information as
an additional input. Another significant difference is that the poste-
rior model input in the task-conditional model is based on the state
of the task- agnostlc model (hL, zE7) rather than the observation rep-
resentation €Y. Additionally, the task-condltlonal model integrates
a reward predictor to enable reward prediction during data imagin-
ing. During the inference phase, the sequence model within the task-
conditional model is utilized to forecast future states within the latent
space. This provides an effective means of leveraging pre-trained in-
formation while simultaneously tailoring the model to specific tasks.

Sequence model: = fo(hi— 1,Zt 1,a¢—1)

Posterior model: 2 ~ qo(ze|he, Y, 217)
dynamics predictor: zt ~ po(3¢|ht) (5
Representation predictor: ~ po(&|ht, zt)

Reward predictor: 7t ~ po(Fe|he, z¢)

The loss function during fine-tuning in target tasks is as follows:

L(p,0) =FE

t
a0 (21719, pra1.7) 40 (24 1€9.0) {

T
Z( —Inpe(ef|he, zt) —Inpg(re|he, 2:)

i=1 \Representation predictor loss Reward predictor loss

f stf|ptf ©
(a0 7 117, e0) Il pol2l! |11)]

Task-agnostic model loss

+ ﬂpre

+ BKL [qo(zt|ht7h§f, ol P9(2t|ht)}>]

Task-conditional model loss

Here, we initialize the representation predictor pg(é?|hs, z;) with
a pre-trained predictor p¢(ét|h’,§f ,z,ff ). Excpet for the sequence
model that employs the GRU network, the remaining components
are built using the MLP network. During fine-tuning, we set 3y = 0
in our experiments and only use the task-conditional model for fu-
ture imagination. For behavior learning, we predict future states us-
ing only the task-conditional model. We adopt the actor-critic learn-
ing approach proposed in DreamerV2[15] which involves learning
values using imagined rewards from future hypothetical states, and a
policy that maximizes the values.

p N p S a S
‘Task-agnostic h Task-agnosticb Task-agnostic
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|
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Figure 5: The schematic diagram shows the process of ﬁne-tuning.
Specifically, the state of task-agnostic models (hzf ) 24 ) and ac-
tions serve as inputs, yielding the state of the task-conditional model
(ht, z¢). Subsequently, based on (hs, z¢), predictions are made with
respect to observation representation and reward. Rather than relying
on observation, the state of the task-conditional model is employed
in subsequent policy learning. Notably, arrows delineated with dot-
ted lines signify model-based forecasts of future states.

4 Experiments

To verify the generalization ability of our VMBRL3, we leverage
videos from RLBench[22] for pre-training and evaluated its perfor-
mance on a diverse range of tasks in various domains, including
DeepMind Control suite [35] and Meta-world [44]. As the optimal
performance of algorithms varies across different domains and tasks,
we compare our approach with state-of-the-art algorithms specific to
their respective domains. In addition, we performed ablation experi-
ments to further analyze the individual components of our model.

Implementation Details. We use visual observations of 64 x 64 x 3.
For the convolution stem, we use a stack of three convolutional lay-
ers with a kernel size of 4 and stride of 2, followed by a linear pro-
jection layer. Our approach employs a 4-layer Vision Transformer
(ViT) encoder and a 3-layer ViT decoder. In both task-agnostic and
task-conditional world models, we built our implementation based
on DreamerV2[15]. To accept a sequence of autoencoder representa-
tions as inputs, we replace the convolutional neural network (CNN)
encoder and decoder with a 2-layer Transformer encoder and de-
coder.

During the pre-training stage, we utilize 0 vectors to mark all ac-
tions, which removes any action information and eliminates the re-
ward prediction module. For the fine-tuning phase, we set the masked
ratio to 0 and freeze the parameters of the task-agnostic model. We
combine the state of the task-agnostic model with observation repre-
sentation to use as input for the task-conditional model. During the
policy learning phase, we randomly sample a batch of initial states
from the replay buffer, and then use the task-conditional model and
current policy to predict the next 15 steps. The resulting imagined
data is then utilized to train the value and policy networks. We use the
same loss function as DreamerV2[15] for both the policy and value
networks, and use identical hyperparameters for each benchmark.

Pre-training Dataset. We employ pre-training data consisting of
videos from robotic manipulation tasks in RLBench[22]. This dataset
comprises 7 ~ 10 demonstrations rendered utilizing five camera
views within 99 tasks, resulting in a total of 3,789 videos. We train
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Figure 6: Our experimental results on the medium-level tasks of the DeepMind Control suite demonstrate that VMBRL3 consistently outper-
forms DreamerV?2 and DrQ-v2 in terms of sample efficiency and performance, with only 1e6 environment steps used in our experiments.
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Figure 7: The results of our experiments on the easy tasks of the DeepMind Control suite are presented in the learning curve. We interacted
with 5e5 environment steps on these tasks and found that VMBRL3 outperformed the other methods.

the task-agnostic video prediction model by minimizing the objective
specified in Equation 4 over 600,000 gradient steps.

4.1 DeepMind Control Suite Experiments

Our evaluation is performed on a diverse range of tasks extracted
from the DeepMind Control suite, a commonly adopted benchmark
utilized for continuous visual control tasks. Within the task of this
benchmark, we define the trajectory length to be 1000 steps, action
repetitions to be 2, and observations to consist of 64 X 64 x 3 im-
ages. For each task, we employ three random seeds and evaluate the
performance of the current policy 5 times every 1000 steps. Dur-

Table 1: Comparison methods are shown. The techniques listed are
categorized into model-free RL methods (MFRL) and model-based
RL methods (MBRL). Additionally, the table presents the methods
adopted for learning the model, as well as the number of parameters
utilized. The parameter count for VMBRL3 is 36M.

Classification Model building method Parameter Count
DreamerV2 MBRL RSSM 22M
DrQ-v2 MFRL None ™
APV MBRL Action-free/conditional world model 45M
MWM MBRL Masked world model 24M
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ing our evaluation, we compare our proposed approach against sev-
eral established baseline models, including DreamerV?2[15], a state-
of-the-art model-based reinforcement learning algorithm specifically
designed for visual control tasks. Furthermore, we also compare our
approach against DrQ-v2[42], a state-of-the-art model-free method
that has been optimized for application within DeepMind Control.

Experimental Results. We adopt the same approach as DrQ-v2 to
classify the DMC tasks into three levels of difficulty, and evaluate
our proposed method against DreamerV2 and DrQ-v2 separately on
the easy and medium difficulty levels. The results for the easy tasks
are presented in Figure 7, and those for the medium tasks are shown
in Figure 6.

Our experimental results demonstrate that VMBRL3 achieves
comparable performance with fewer training steps compared to state-
of-the-art model-free and model-based approaches. In certain tasks,
it achieves near double the performance of DrQ-v2 and Dreamerv2
under the same number of environment steps. These experimental
results provide evidence that VMBRL3 effectively generalizes the
prior knowledge acquired from pretraining to downstream tasks, thus
enhancing the learning speed in those tasks. Specifically, VMBRL3
leverages pretraining on task-agnostic data to acquire prior knowl-
edge about environmental latent state changes. With the presence of
prior knowledge, VMBRL3 facilitates the rapid learning of transition
probabilities in the potential state space of downstream tasks, thereby
promoting more effective learning of policies and value functions.

4.2  Meta-world Experiments

We conducted additional experiments to evaluate the performance of
VMBRL3 on a variety of vision-based robotic manipulation tasks
derived from the Meta-world environment. Each manipulation task
had an episode length of 500 steps with an action repeat of 2, and we
executed three random seeds for each task. The performance of the
current policy was evaluated ten times for every 10,000 steps. For this
benchmark evaluation, we compared our proposed method against
APV[32] and MWM[31], which are currently the best performing
methods on Meta-world tasks.

Experimental Results. In Figure 8, success rates are presented
for the three algorithms instead of scores. Our experimental results
demonstrate that our proposed method achieves superior sampling
efficiency and more competitive performance compared to the base-
line algorithms. For instance, in the Drawer Open task, VMBRL3
achieves a 100% success rate at the 30,000th step, while the other

two baselines require more steps to achieve similar performance,
with greater variance and less stability. Similarly, in the Lever Pull
task, VMBRL3 achieves almost a 100% success rate while APV only
achieves approximately 60%. These task results further validate the
generalization capability of our proposed framework across diverse
tasks. Additionally, these experimental findings demonstrate that the
acquired prior knowledge through pretraining encapsulates general
patterns of state transitions within the potential state space. This
knowledge can be effectively applied to various tasks through simple
fine-tuning, resulting in significant performance improvements and
enhanced sample efficiency.

4.3 Ablation Experiments

To assess the effectiveness of the techniques proposed in the VM-
BRL3, we conduct several ablation experiments. In the continu-
ous control task of DMC, we compare VMBRL3 with a naive
fine-tuning scheme (VMBRL3 (w/ Naive FT)) that initializes the
task-conditional model using the pre-trained parameters of the task-
agnostic model. Furthermore, we compare VMBRL3 with a scheme
that directly trains the task-conditional model without pre-training in
downstream tasks (VMBRL3 (w/o Pre-training)). The results illus-
trated in Figure 9a demonstrate that the unsophisticated fine-tuning
approach yields similar results to the curve when no pre-training is
employed. This phenomenon exemplifies the rapid degradation of
pre-trained knowledge through this method. On the other hand, VM-
BRL3 effectively leverages the acquired prior knowledge from pre-
training and successfully applies it to downstream tasks.

We also conduct a performance comparison between using a CNN
(VMBRL3 (w/ CNN)) and the original MAE method (VMBRL3 (w/
MAE)) to process images. As depicted in Figure 9b, the proposed
MVBRL3 outperforms both CNN and the original MAE method.
Additionally, due to the relatively simplistic nature of the DMC task
image, the CNN network can attain performance comparable to the
original MAE method. In contrast, VMBRL3 demonstrates enhanced
performance by effectively capturing the intrinsic details of visual
images.

In addition, we conducted a comparison of the impact of various
pre-training datasets on the VMBRL3 performance. For this purpose,
we collected 1800 videos from 7 tasks in DMC as a pre-training
dataset. The task-agnostic video prediction model was trained by
minimizing the objective function presented in Equation 4 over
600,000 gradient steps. Figure 10 presents the experimental results.
Pre-training using the same task set can improve sample efficiency
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Figure 9: The ablation analysis of VMBRL3. (a) Comparing the performance of VMBRL3 without pre-training and with naive pre-training.
(b) Comparing the performance of VMBRL3 with CNN and with original MAE.
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Figure 10: The learning curves were obtained for the DMC task when pre-trained using data from both RLBench and DMC. It was observed
that pre-training on the same task led to modest improvements in performance.

to some extent, but the improvement is not significant. When deal-
ing with tasks with high sampling costs or sampling difficulties, pre-
training with VMBRL3 on unrelated task datasets can achieve similar
performance.

5 Conclusion

In summary, VMBRLS3 effectively utilizes unsupervised pre-training
to learn the world model and exhibits strong generalization capa-
bilities across diverse tasks. Moreover, VMBRL3 outperforms prior
methods in terms of sampling efficiency and task performance on a
range of vision-based control tasks. The compact feature extraction
and cross-task pre-training of our approach enable faster and more
accurate model learning, enhance sample efficiency, and reduce the
number of required environment interactions. Our experimental re-
sults indicate that our method represents a promising direction for
MBRL in vision-based tasks, and we anticipate that this work will
inspire further research in this area.

Moving forward, we aim to explore methods for enabling models
to acquire task-specific information in natural contexts. Our current
observation representation framework uses pixel-level reconstruction
as the optimization target, which treats all image regions equally.
In natural environments, it is essential to disregard task-irrelevant
information and instead prioritize task-related information, even at
the expense of reconstruction accuracy.
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