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Abstract. To understand the algorithm that supports the human
brain’s language representation, previous research has attempted to
predict neural responses to linguistic stimuli using embeddings gen-
erated by artificial neural networks (ANNs), a process known as neu-
ral encoding. However, most of these studies have focused on prob-
ing neural representations of Germanic languages, such as English,
with unsupervised ANNs. In this paper, we propose to bridge the
gap between human brain and supervised ANN representations of the
Chinese language. Specifically, we investigate how task tuning influ-
ences a pretained Transformer for neural encoding and which tasks
lead to the best encoding performances. We generate supervised rep-
resentations on eight Natural Language Understanding (NLU) tasks
using prompt-tuning, a technique that is seldom explored in neural
encoding for language. We demonstrate that prompt-tuning yields
representations that better predict neural responses to Chinese stimuli
than traditional fine-tuning on four tasks. Furthermore, we discover
that tasks that require a fine-grained processing of concepts and enti-
ties lead to representations that are most predictive of brain activation
patterns. Additionally, we reveal that the proportion of tuned parame-
ters highly influences the neural encoding performance of fine-tuned
models. Overall, our experimental findings could help us better un-
derstand the relationship between supervised artificial and brain lan-
guage representations.

1 Introduction

Neural encoding for language has long been a critical topic of inter-
est in the intersection of natural language processing and cognitive
neuroscience [1, 13]. The recent development of deep learning and
pre-trained language representations [30, 32] has provided new op-
portunities for enhancing the precision and efficiency of neural en-
coding [31, 36]. Employing pre-trained language representations in
neural encoding enables a more profound capture of the intricate re-
lationships between linguistic stimuli and neural responses [3]. This,
in turn, may foster the creation of superior language processing mod-
els [26]. Additionally, probing the relationship between artificial and
neural representations of language can yield valuable insights into
the fundamental mechanisms underlying language processing [24].

Despite the extensive research on unsupervised embeddings for
English language in neural encoding [25, 33], there is a lack of stud-
ies exploring the use of supervised embeddings for neural encoding
in other languages, such as Chinese [35]. Moreover, even the few
studies that do adopt supervised embeddings for neural encoding in
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English still rely heavily on fine-tuning pre-trained models for task
supervision [21]. However, fine-tuning has been shown to distort the
knowledge learned from pre-training [16], which is inconsistent with
the human brain’s mechanism that does not require a major refor-
mation of the brain’s language network to learn a single new task.
To address these gaps, this paper proposes the use of both fine-tuned
and prompt-tuned supervised sentence embeddings to fit a neural en-
coding model for Chinese. Prompt-tuning, which protects pre-trained
knowledge by freezing weights and learning additional embeddings
to fit a task [18], has yet to be widely explored for neural encoding,
and this paper is to address this gap.

In pursuit of this goal, we employ both partial and full fine-tuning
as well as prompt-tuning to adapt the pre-trained language model to
8 different NLU tasks, individually. The aim is to discern the influ-
ence of task tuning on a Transformer model for neural encoding and
identify which tasks result in the best encoding performance. We find
that:

(i) Prompt-tuning on 5 of the 8 tasks yields supervised represen-
tations that significantly exceed fully fine-tuned peers in pre-
dicting brain activities in the language network1. However, on
none of the 8 tasks do fine-tuned embeddings significantly out-
perform the prompt-tuned ones in neural encoding

(ii) Tuning on tasks that require a compositional understanding of
entities and concepts yields supervised representations that are
better at neural encoding than tuning on other tasks.

(iii) The proportion of tuned parameters highly influences the neu-
ral encoding performance of fine-tuned models.

In summary, this paper makes a triple-folded contribution. First,
we propose a novel neural encoding framework with prompt-tuned
supervised representations. We prove it to be a viable alternative to
fine-tuning-based methods. Second, we demonstrate how different
tuning methods influence a pre-trained Transformer in neural en-
coding with comprehensive experiments. Third, our findings indi-
cate that the balance between protecting pre-trained knowledge and
learning task-related features is important for optimal neural encod-
ing performance. Overall, this work could help us better understand
the relationship between task-tuned artificial and brain language rep-
resentations.

1 A brain functional network is a collection of brain regions that consistently
show coordinated activity for certain cognitive functions or during behav-
ioral tasks.

ECAI 2023
K. Gal et al. (Eds.)

© 2023 The Authors.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/FAIA230524

2258



2 Related Work

2.1 Neural Encoding with ANN representations

There has recently been a surge of discussions regarding the feasibil-
ity of ANNs as computational candidates for brain language repre-
sentations due to their promising experimental results in NLU tasks
[4, 26, 29]. In essence, previous studies have employed ANN rep-
resentations to effectively predict brain responses to linguistic stim-
uli. Early research has proved their capability to predict brain ac-
tivation patterns in response to simple verbal stimuli, such as indi-
vidual words and phrases [11, 14]. Subsequent studies have further
displayed their ability to predict and decipher the representations of
more complex stimuli [1, 31, 27].

Previous studies have primarily focused on the use of unsupervised
ANN representations optimized for language modeling or similar
context-predicting goals, where supervised models have been paid
relatively limited attention [28]. A related study by Oota et al., [21]
utilized fine-tuning of a pre-trained BERT model on downstream
tasks to compare neural encoding performance. However, full fine-
tuning generally updates the entire set of pre-trained parameters and
is distinct from the way the brain adapts to new tasks [16]. It raises
the question as to whether fine-tuning is the most appropriate frame-
work for obtaining supervised representations for probing the human
brain. In light of this, we undertake a comprehensive comparison be-
tween fine-tuned and prompt-tuned representations for neural encod-
ing.

Moreover, previous studies mainly targeted Germanic languages
especially English, while Tibetan languages such as Chinese are un-
der exploration. Partially limited by the scarcity of large-scale public
brain imaging datasets for the Chinese language. Wang et al., ([35])
open-sourced a multi-modal neuroimaging dataset scanned from 12
subjects listening to 5 hours of naturalistic Chinese stories. We will
base our experiments on this dataset. Wang et al., ([35]) also con-
ducted basic neural encoding experiments mainly to evaluate the
quality of the collected dataset but they did not employ any super-
vised representations.

2.2 Tuning Pre-trained Models

Fine-tuning. The recent decade has witnessed a significant advance-
ment in the development of pre-trained language models, yielding
remarkable improvements in performance across a wide spectrum
of NLP tasks [23]. Fine-tuning is one of the most commonly em-
ployed techniques for task supervision which involves updating the
pre-trained parameters to fit a specific task. Although fine-tuning typ-
ically results in favorable task performance, the computational time
and space complexity is high due to the need of calculating gradi-
ents and saving optimizer states for all parameters [10]. Addition-
ally, full fine-tuning has been proved to distort the general domain
knowledge learned during pre-training, potentially undermining its
cognitive plausibility [15].
Discrete prompting. Discrete prompting, as an alternative approach
for fine-tuning, undergoes rapid development especially in the NLP
field [19]. This technique leverages a pre-trained model’s parameters
to solve NLP tasks by querying the model with a discrete natural
language prompt [2]. For example, to conduct emotion categoriza-
tion, a sample such as "I love this lovely kitten" could be prepended
with a prompt like "Categorize the emotion". The pre-trained lan-
guage model would be asked to predict the subsequent tokens. De-
spite its advantage in not requiring training and only storing a single
set of model parameters, discrete prompting’s task performance may

be highly impacted by the design of the prompt template and not be
as optimal as fine-tuning in certain scenarios [17]. Therefore we do
not choose discrete prompting as a baseline approach in this study.
Prompt-tuning. Prompt-tuning builds upon discrete prompting. It
fixes the pre-trained parameters of a model and trains additional
prompt embeddings to guide the model to learn a downstream task
[22]. Prompt-tuning has been demonstrated in previous research to
exceed discrete prompting on various tasks (as reported in [5]) and
deliver task performance comparable to fine-tuning. Prefix-tuning
[18] is one typical implementation of prompt-tuning. It prepends
trainable embeddings called "prefixes" to the original input word em-
beddings and optimizes them. In this study, we employ the P-tuning
V2 method [20], an optimized version of prefix-tuning that compares
or even surpasses fine-tuning on GLUE [34].

3 Methods

In the following subsections, we will first introduce how fine-tuning
and prompt-tuning work. We then demonstrate how the tuned repre-
sentations are used to build a neural encoder.

Figure 1: Tuning a Transformer on a downstream task, taking senti-
ment classification as an example: [a] with partial or full fine-tuning;
[b] with prompt-tuning.

3.1 Tuning pre-trained Models

This subsection introduces fine-tuning and prompt-tuning, using the
example of tuning a Transformer-based language model for a con-
ditional generation task. The language model, denoted by LM =
pφ(y|x), takes an input context x and generates an output sequence
of tokens y. The model is parameterized by φ, and z = [x; y] rep-
resents the concatenation of x and y, with idx and idy denoting the
corresponding sequences of indices. At each time step i, the acti-
vations of all hidden layers are represented as hi = [h1

i , h
2
i , ...h

n
i ],
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where hj
i denotes the activation of the j-th Transformer layer at time

step i, and hi is the concatenation of all activation layers. The acti-
vations hi are computed as a function of zi and the past activations
in their context, given by hi = LMφ(zi, h).

To compute the distribution for the next token, the model uses the
hidden states h(n)

i from the last layer and applies a softmax function
to the pre-trained matrix Wφ to generate the logits for the vocabu-
lary. Specifically, the distribution for the next token is computed as
pφ (zi+1 | h≤i) = softmax

(
Wφh

(n)
i

)
, where h(n)

i denotes the last
layer hidden states of hi. This process enables the model to generate
coherent and contextually-relevant sequences of tokens.

3.1.1 Fine-tuning

As shown in Figure 1, fine-tuning is based on a pre-trained set of
parameters φ. During fine-tuning, a language model distribution pφ
is trained by optimizing the following log-likelihood objective:

max
φ

log pφ(y | x) =
∑
i∈idy

log pφ (zi | h<i) (1)

The fine-tuning methods can be further divided into partial and full
fine-tuning. Partial fine-tuning freezes part of pre-trained parameters
φ and optimizes the remaining parameters such as these in the layers
near the output layer. Full fine-tuning optimizes the full set of pre-
trained parameters.

3.1.2 Prompt-tuning

We build upon the P-tuning method [20] to prompt-tune a pre-trained
model on downstream tasks. In Figure 1, we illustrate the mecha-
nism of P-tuning with a Transformer-based language model. P-tuning
prepends a continuous trainable prefix to different layers of an ANN
to guide its fitting on downstream tasks.

We now explain the mechanism of P-tuning following [18]. As
shown in Figure 1, during P-tuning, a prefix, denoted as Pr, is
prepended to the input sequence, resulting in the concatenation z =
[Pr;x; y]. Pr is a continuous trainable embedding, its correspond-
ing sequence of indices is denoted as Pridx with length |Pridx |. A
trainable matrix MPr

θ , with dimensions |Pridx | × dim(hi), is ini-
tialized to store the prefix parameters. And

hi =

{
MPr

θ [i, :], if i ∈ Pridx

LMφ (zi, h<i) , otherwise.
(2)

Training P-tuning is then to optimize the log-likelihood objective as
in (1) with φ being fixed and θ being trainable.

3.2 Neural Encoder

To learn the mapping between computational models and brain acti-
vation, we train voxel-wise neural encoding models to predict fMRI
signals from sentence stimuli for each of the 12 participants. The
fMRI methodology measures the fluctuations in blood-oxygen-level-
dependent (BOLD) signals, which undergo slow alterations post neu-
ronal firing. To accommodate for the temporal delay between sen-
tence stimuli and corresponding neural activity, the initial step in-
volves the convolution of sentence embeddings with the canonical
hemodynamic response function (HRF). The HRF delineates the
transformation in the BOLD signal following neuronal firing. Then,
the convolved features were used to predict fMRI signals with Ridge
regression.

Figure 2: Building neural encoders with fine-tuned and prompt-tuned
supervised language representations. The example stimulus is taken
from the fMRI dataset that we use in this work and its English
translation is "The brilliant starry sky always gives people endless
reverie".

Specifically, within the training set, we have a voxel matrix
Xe ∈ R

NE×NV and a convolved sentence embedding matrix Ze ∈
R

NE×ND . NE signifies the number of examples, NV represents the
number of voxels, and ND stands for the number of dimensions for
sentence representation. The goal is to estimate the regression co-
efficients of the encoder We by minimizing the following objective
function for each column xi in Xe, which corresponds to the BOLD
signal of each voxel:

||WeZe − xi||22 + λ||We||1 (3)

Here, λ is the regularization parameter.
During the training process, the encoder is optimized using a 5-

fold cross-validation procedure. This procedure is applied to data
from each of all 12 subjects, with each kind of supervised sentence
embedding as a separate input. To assess the performance of the en-
coder, we calculate the Pearson correlation between the predicted and
measured fMRI signals.

4 Experimental Setup

In this section, we will first briefly introduce the brain imaging
dataset we use. We then demonstrate the principle of task selection
and some characteristics of the selected tasks. Code implementations
are available online 2 .

4.1 Brain Imaging Data

The Chinese fMRI dataset used in our experiment is from [35]. It
is one of largest existing fMRI datasets for naturalistic Chinese lan-
guage narratives. In this study, 12 native Chinese speakers under-
went scanning with a Siemens Prisma 3T scanner equipped with a
2 https://github.com/soinx0629/sup_fmri_enc_chn/
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Table 1: 8 tasks for tuning and their abbreviations, corpus and descriptions.

64-channel receiver coil while they were engrossed in listening to a
collection of 60 Chinese stories. These stories covered a broad range
of topics, with each story extending from 4 to 7 minutes, culminating
in approximately 5 hours of audio content. The text and audio of all
stories were downloaded from Renmin Daily Review website3, after
which the text was manually checked to ensure its concordance with
the audio content. There were 52,269 words in all stories, forming
a vocabulary of 9,153 words. Subsequent to its collection, the fMRI
data were preprocessed following the Human Connectome Project
(HCP) pipeline [9]. The fMRI dataset is publicly available4.

4.2 Tasks for Tuning

We choose tasks for this study based on two major principles fol-
lowing previous work [21]. First, tasks involving a diverse range of
cognitive-linguistic skills are desired. Second, tasks that are com-
monly used in popular natural language processing (NLP) bench-
marks, such as CLUE [37] are desired. Based on these principles,
we choose the following 8 tasks for evaluation, including Long
Text Classification (LTC), including Short Text Classification (STC),
Natural Language Inferencing (NLI), Co-reference Resolution (CR),
Keyword Recognition (KR), Semantic Similarity Prediction (SSP),
Named Entity Recognition (NER) and Question Answering (QA). We
present the details of these datasets shown in Table 1, including the
task description and the corpus used.

4.3 Sentence Representations

In this study, we adopt the pre-trained RoBertTa-wwm-ext [6]
model5. It is an improved version of naive RoBerTa model spe-
cially designed for Chinese. It achieved impressive performance on
the CLUE benchmark as the base model. As shown in Figure 2, we
adapt the RoBertTa with fine-tuning and prompt-tuning respectively

3 https://www.ximalaya.com/toutiao/30917322/
4 https://openneuro.org/datasets/ds004078
5 https://huggingface.co/hfl/chinese-roberta-wwm-ext

on each of the 8 Chinese NLU tasks. Supervised representations for
neural encoding are then generated by these tuned models. Specif-
ically, we feed each of sentence stimuli presented for scanning the
fMRI images to the tuned models and average the hidden states of
the last layer to represent the sentence. The generated sentence em-
beddings have a dimension of 768. Both fine-tuned and prompt-tuned
models are trained by ourselves on Nvidia 3080TI GPUs with 12GB
VRAM. We conduct a hyper-parameter search to achieve optimal
task performance.

5 Experimental Results

5.1 Prompt-tuned against Fine-tuned Representations

In this subsection, we compare the prediction performance with
prompt-tuned and fully fine-tuned representations. We build neural
encoders with task-tuned representations to predict brain activities
within the language network, visual network, dorsal attention net-
work, and default mode network. We conduct a group-level paired
t-test with FDR correction to check the significance of comparison
results. The results are shown in Figure 3.

As demonstrated in Figure 3a and 3b, prompt-tuning on 5 of the 8
tasks yields representations that exceed fine-tuned peers in predicting
brain language network. The 4 tasks are LTC, STC, NLI, and CR.
The most significant advantages of prompt-tuning representations
over fine-tuned ones are achieved by tuning on the two classification
tasks LTC and STC, where prompt-tuned embeddings significantly
outperform in predicting the left superior temporal gyrus (LSTG),
the dorsal area of left inferior frontal gyrus (LIFG) and middle frontal
gyrus (LMFG). LSTG, LMFG, and LIFG contain acknowledged im-
portant components of the brain language network [7]. LMFG ex-
hibits support for a dedicated "visual word form" system with or-
thographic specificity, which undergoes specialization to effectively
represent orthographic knowledge [12]. LIFG is observed to facilitate
verbal selection and possibly plays a domain-general role in the se-
lection process for competing representations [8]. Tuning on the NLI
task also yields prompt-tuned representations that exceed fine-tuned
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Figure 3: [a] Neural encoding performance for the brain language network, DMN, visual network and the dorsal attention network. Dashed
lines denotes the performance of the un-tuned RoBerTa model. The Y-axis denotes the performance in Pearson’s correlation. [b] Significance
results for comparing the encoding performance of prompt-tuned against fine-tuned representations. Pairwise t-test with FDR correction is
conducted and significance values are projected onto the inflated (top, lateral and medial views) cortical surface.

peers in predicting the left and inferior parietal lobule, especially the
rostrodorsal and caudal area. Prompt-tuned CR representations sur-
pass mainly in predicting the Superior Temporal Gyrus (STG). STG
is an essential component of the brain’s language network [38]. It
is particularly important for extracting meaningful linguistic features
from speech input. Except for these 4 tasks above, prompt-tuning on
the NER leads to higher predicting correlation on some parts of the
language and auditory network. These comparison result stands up
to the significance test as depicted in Figure 3b.

Prompt-tuning on KR and QA tasks does not generate representa-
tions that significantly outperform fine-tuning. Specifically, the neu-
ral encoding performance of prompt-tuned and fine-tuned task repre-
sentations do not differ significantly in predicting more than 95% of
the cortical voxels. Only tuning 1 of 8 tasks, the SSP task, produce
fine-tuned representations outperforming prompt-tuned ones on pre-
dicting some micro potions of the brain language network, such as
small subregions within the left and right STG. The pattern of pre-
dicted performance is generally consistent across 4 functional net-
works. For example, not only within the language network but within
the other 3 functional networks we also observe that prompt-tuned
LTC, STC, and NLI representations significantly outperform fine-
tuned ones in encoding correlation. Prompt-tuning on the other 4

tasks does not lead to significantly different performance from fine-
tuning when predicting the major ROIs of the other 3 functional net-
works.

5.2 Tuned against Untuned Representations

In the previous subsection, we compare how prompt-tuned and fine-
tuned representations are in neural decoding. It is a logical next step
to ask how the tuned and untuned naive representations differ in pre-
dicting neural responses. We have depicted the neural encoding per-
formance of the un-tuned model in 4 functional networks in Figure
3[a]. In this subsection, we go deeper to compare the prompt-tuned
and fine-tuned representations respectively with the untuned model
in predicting all cortical voxels. The significance of comparison re-
sults is checked by group t-test with FDR correction and depicted in
Figure 4.

We find that only tuning on 2 of the 8 tasks significantly improves
over the untuned model. As shown in Figure 4[a], tuning on NER
and KR yields neural encoding performance that significantly ex-
ceeds untuned models on predicting ROIs of the language and audi-
tory network. Prompt-tuning on the NER task surpasses the untuned
model in encoding the left and right superior temporal gyrus (STG)
especially the A4 and A5 area. It also surpasses in area 55b which
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Figure 4: Significance results for comparing the encoding performance of prompt-tuned and fine-tuned representations against the untuned
RoBerTa model. A pairwise t-test with FDR correction is conducted and significance values are projected onto the inflated cortical surface.
Prompt-tuning on the two tasks in [a] significantly improves over the untuned model in some ROIs. Tuning on the three tasks in [b] underper-
forms the untuned model in encoding the major ROIs in brain language networks.
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Figure 5: Influences of tuned parameter proportion on a fine-tuned model’s neural encoding performance. The X-axis denotes the tuned pro-
portion and the Y-axis denotes the encoding performance in Pearson’s correlation.

is a part of dorsal auditory stream. Fine-tuning on the KR task im-
proves over the untuned model in predicting the subgenual area of
the cingulate gyrus (CG) and medial area of the right superior frontal
gyrus (RSFG). Both KR and NER tasks require fine-grained com-
positional processing of entity and concept. So these empirical re-
sults might implicate that fine-grained representation of entities and
concepts support the formation of brain language representation of
sentences.

Fine-tuning and prompt-tuning on the NLI, STC, CR, SSP, and
LTC task yield significantly worse neural encoding performance.
Prompt-tuning exerts less influence on encoding performance than
fine-tuning. We select 3 of the 5 tasks to display in Figure 4[b]. We
find that tuning on these tasks decreases the neural encoding perfor-
mance in major ROIs of the brain language network. Both fine-tuning
and prompt-tuning on CR, NLI, and STC tasks significantly decrease
neural encoding performances on STG. Tuning on STC further im-
pairs the encoding performance on large potions of the middle frontal
gyrus and Inferior parietal lobule, especially the rostrodorsal areas.
Not only in the language network, NLI, and STC task tuning also
significantly impairs encoding correlation in DMN and visual net-
works. The findings indicate that pre-trained knowledge distorted by
fine-tuning contributes more to neural encoding than the task-related

features learned for these 5 tasks.

5.3 Influences of Tuned Parameter Proportion

In previous subsections, we find that prompt-tuned representations of
5 tasks significantly outperform fine-tuned ones in encoding the brain
language networks. We also demonstrate that even in the tasks where
both fine-tuning and prompt-tuning decrease the encoding correla-
tion compared to the untuned model, the influence of prompt-tuning
is significantly lower than full fine-tuning. We analyze that one major
difference between prompt-tuning and full fine-tuning is the propor-
tion of tuned parameters. Prompt-tuning freezes all the pre-trained
weights and learns additional embeddings to fit on a task, while full
fine-tuning re-optimizes all the pre-trained weights.

In this subsection, we investigate whether the proportion of tuned
parameters influences the encoding performance of fine-tuned rep-
resentations. We partially fine-tune the pre-trained RoBerTa on the
tasks found in the last subsection that lead to significantly worse en-
coding performance than the un-tuned model. We set the tuned pa-
rameter proportion to be 0.25, 0.5, and 0.75 respectively, and train
neural encoders with these partially fine-tuned task representations.
Altogether with the un-tuned and fully fine-tuned model, we depict
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the neural encoding performance in Figure 5.
As demonstrated in Figure 5, the tuned parameter proportion

highly influences the encoding performances of fine-tuned represen-
tations, especially in the brain language network. Taking the classi-
fication task STC as example, we find a significantly positive corre-
lation (p < 0.01) between the encoding performance with the tuned
parameter proportion. With the increase of the tuned proportion, the
encoding correlations of STC rapidly drop. A tuned parameter pro-
portion of 1, which is fully fine-tuning, leads to the worst neural en-
coding performance. Not only in the language network but in the
DMN and attention network, we also observe significant positive
correlations between the tuned parameter proportion and encoding
performance (all significant results have (p < 0.01)).

In summary, the findings of this subsection inform that the propor-
tion of tuned parameters highly influences the encoding performance
of fine-tuned representations. Especially for tasks on which tuning
decreased the neural encoding performances, the more parameters
tuned, the worse neural encoding performances go.

6 Discussion

In the previous section, we compare the encoding performance of
prompt-tuned against fine-tuned representations, as well as the en-
coding performance of tuned representations against the untuned
naive model. We also demonstrate the most predictive task repre-
sentation on each cortical voxel. In this section, we provide further
analysis and possible explanations for the experimental results.

First, we find that tuning on 5 of the 8 tasks yields prompt-
tuned representations that exceed fine-tuned peers in predicting vox-
els within the brain language network. One major difference between
fine-tuning and prompt-tuning is their treatment of the pre-trained
weights. To learn a new task, fine-tuning generally updates the en-
tire parametric space of a pre-trained model while prompt-tuning
freezes the pre-trained weights and optimizes additional task-specific
embeddings. Moreover, fine-tuning has been proven to distort the
pre-trained features. So intuitively prompt-tuning can better protect
the general domain knowledge acquired from pre-training than fine-
tuning methods. Then the different encoding performances of fine-
tuning and prompt-tuning can be at least partially explained by the
importance of general domain knowledge in predicting the brain ac-
tivations. If the general domain knowledge is more important than
the task-related features for encoding the brain activities, then we
can expect tuning methods that better protect pre-trained knowledge
yields higher encoding correlation.

Second, we find that KR and NER representations more accu-
rately predict brain activations in most cortical regions than other
task-supervised representations, particularly in the regions of inter-
est (ROIs) that compose the brain’s language network. The KR task
is to gauge a model’s ability to determine whether the abstract can be
summarized by the keywords. The NER task tests a model’s ability
to identify and classify named entities in text into predefined cate-
gories. The NLI and CR task representations rank second and third
in prediction correlation. All these tasks require a compositional un-
derstanding of entities, concepts, and their semantic relations. This
implies the possibility that capturing fine-grained concept and entity
features supports the human brain in building representations for lin-
guistic units.

Third, we investigate the impact of the proportion of tuned pa-
rameters on the encoding performance of fine-tuned representations.
We suggest that the proportion of tuned parameters significantly af-
fects the encoding performance of fine-tuned representations, partic-

ularly for tasks where tuning decreases the neural encoding perfor-
mance. The more parameters tuned, the worse the neural encoding
performances becomes. Notably, fully fine-tuning the model leads
to the worst neural encoding performance. A larger tuned proportion
means more pre-trained knowledge might be distorted by fine-tuning.
So these findings indicate the importance of knowledge learned in
Transformer pretraining for neural encoding. It is necessary for the
supervised models to strike a balance between the protection of pre-
trained knowledge and learning task-related features to achieve opti-
mal neural encoding performances.

7 Conclusion

In this paper, we aim to link the representation of the Chinese lan-
guage in supervised artificial neural networks (ANNs) and the hu-
man brain. Our investigation focuses on task tuning and its influence
on the neural encoding of a pre-trained Transformer. To achieve this,
we utilize prompt-tuning, a technique that is rarely explored in neu-
ral encoding for language, to generate supervised representations on
8 Natural Language Understanding (NLU) tasks. Our findings reveal
that prompt-tuning leads to better representations for predicting neu-
ral responses to Chinese stimuli compared to traditional fine-tuning
on 5 tasks. Interestingly, we observe that representations of tasks that
requires fine-grained processing of concepts and entities are most
predictive of brain activation patterns. We also discover that the pro-
portion of tuned parameters significantly influences the neural encod-
ing performance of fine-tuned models. In summary, our experimen-
tal findings provide insights into the relationship between supervised
ANNs and brain language representations and could pave the way
for future investigations into language representations in the brain.
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