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Abstract. Coping with distributional shifts is an important part of
transfer learning methods in order to perform well in real-life tasks.
However, most of the existing approaches in this area either focus on
an ideal scenario in which the data does not contain noises or em-
ploy a complicated training paradigm or model design to deal with
distributional shifts. In this paper, we revisit the robustness of the
minimum error entropy (MEE) criterion, a widely used objective in
statistical signal processing to deal with non-Gaussian noises, and in-
vestigate its feasibility and usefulness in real-life transfer learning re-
gression tasks, where distributional shifts are common. Specifically,
we put forward a new theoretical result showing the robustness of
MEE against covariate shift. We also show that by simply replacing
the mean squared error (MSE) loss with the MEE on basic trans-
fer learning algorithms such as fine-tuning and linear probing, we
can achieve competitive performance with respect to state-of-the-art
transfer learning algorithms. We justify our arguments on both syn-
thetic data and 5 real-world time-series data.

1 Introduction

Robustness is an essential quality for machine learning models to
cope with the challenges of real-world scenarios. Typical challenges
where robustness is desired include the distributional shift between
training and test data [30], noisy data [34], and adversarial attacks
[2]. Distributional shifts can result in poor generalization perfor-
mance, as the model may rely its decision on spurious correlations in
the training set [1], while noisy data, such as label noise or response
variable noise, can further bias the resulting model.

Most of the robustness research in transfer learning focuses on co-
variate shift, a special case of general distributional shift in which
only the distribution of input (p(x)) changes and the conditional
distribution (p(y|x)) remains the same. These methods aim to learn
models that are less sensitive to changes in the data distribution and
can adapt to new environments. However, these approaches either fo-
cus on an ideal scenario in which the source and target domains are
noise free, or are very complicated to implement, requiring extensive
training or hyperparameter tuning. For example, there are approaches
based on adversarial training [12, 8] which is known for being dif-
ficult to converge, and approaches based on boosting [7, 27] which
also require extensive hyperparameter tuning of both the base esti-
mators and the approach itself.
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Research addressing the challenges of noisy data predominantly
focuses on the classification setting, also known as label noise [34].
However, there is notably less emphasis on regression problems.
For example, most of existing machine learning approaches simply
use the mean-squared error (MSE) loss or the mean-absolute error
(MAE) loss. The former implicitly assumes the noises (in the re-
sponse variable) follow a Gaussian distribution, whereas the latter
takes a Laplacian distributional assumption. Training a model using
MSE or MAE is likely to negatively impact its performance on real-
world data, especially when noise is non-Gaussian or non-Laplacian.
Therefore, it is of paramount importance to design a transfer learning
model such that it can handle a wide range of noise distributions in a
non-parametric way (without distributional assumption on noises).

In this paper, we present an approach focusing on covariate shift in
a realistic transfer learning regression scenario, where non-Gaussian
noise is present. We do so by combining the minimum error entropy
(MEE) loss [11] - a widely used learning objective in statistical sig-
nal processing to deal with non-Gaussian noises - with classic deep
transfer learning methods such as fine-tuning and linear probing.
MEE has received lots of attention in signal processing and informa-
tion theory literature, whereas its practical usage in machine learning,
especially deep neural networks, is scarcely investigated due to the
difficulty of entropy estimation [29]. Our work put forward a new
theoretical result on the robustness of MEE, showing that it also en-
courages the robustness to covariate shift.

We conduct comprehensive experiments on both synthetic data
and 5 real-world time-series data, showing that the simple combina-
tion strategy outperforms existing deep neural network based trans-
fer learning approaches with complicated model design or training
paradigms. Time-series data serves as an ideal testing ground for our
approach since it is commonly affected by covariate shift in many
forms such as seasonal variation or sensor drift and contains mea-
surement noises of unknown distributions. The main contributions of
this paper are summarized in the following points:

• We provide a theoretical result showing that, besides its resilience
to non-Gaussian noise in the response variable, MEE can also
cope with covariate shift.

• We use the transfer learning regression setting to show empirically
that by simply replacing the training loss with MEE the resulting
model becomes more robust to both covariate shifts and response
variable noise.

• We compare our approach with other state-of-the-art robust learn-
ing methods, and our method consistently outperforms them in
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multiple real-life time-series transfer learning tasks.

2 Background and Related Work

In this section, we introduce the prior knowledge about the MEE loss
that we will base the rest of the paper on. We also cover the previous
work on robust machine learning in general.

2.1 Minimum Error Entropy Criterion

We assume that the explanatory variable x takes values in a compact
domain X ∈ R

d, the response variable y takes values in the output
space Y ∈ R, and

y = g∗(x) + ε (1)

where g∗ is the ground-truth target function and ε is the noise in the
regression model.

The purpose of regression is to estimate g∗(x) according to a data
set D = {xi, yi}Ni=1 drawn independently from an unknown joint
distribution p(x, y). Usually, a loss function L(g, (x, y)) is used to
measure the performance of a hypothesis function g : X → Y . For
regression, the most used loss function is the mean-squared loss:

LMSE =
1

N

N∑
i=1

(yi − g(xi))
2 =

1

N

N∑
i=1

e2i (2)

where ei = yi − g(xi) is the prediction error for sample (xi, yi).
The MSE minimizes the variance of the prediction error. Its optimal-
ity heavily depends on the Gaussianity of the data due to the use of a
second-order statistic. Hence, the MSE solution may deviate signifi-
cantly from the ground truth, especially in the presence of noise.

Alternatively, one can obtain g by minimizing the entropy of
the prediction error H(e), which is also called the minimum error
entropy criterion [11]. If we instantiate H(e) by Rényi’s α-order
(α > 0 and α �= 1) entropy functional [32], the resulting objective
of MEE becomes:

minHα(e) = min
1

1− α
log

∫
pα(e)de, (3)

in which p(e) is the probability distribution function (PDF) of pre-
diction error e. Entropy is a functional of the PDF and measures the
average information contained in that distribution. The basic idea of
MEE is to reduce the uncertainty (entropy) of the discrepancies be-
tween models and data generating systems and improve the models’
predicting capability for unseen data [11]. Compared to MSE, the
Rényi’s entropy takes into consideration all higher moments. Hence,
the MEE can deal with outliers, heavy-tailed noise, or skewed noise
distributions.

Practically, α = 2 (a.k.a., quadratic Rényi entropy) is the most
popular choice, as it can be elegantly estimated by the kernel density
estimator (KDE) [28]. In this case, we have:

minH2(e) ⇐⇒ max

∫
p2(e)de, (4)

and

p̂(e) =
1

N

N∑
i=1

κσ(e− ei), (5)

where κσ is a Gaussian kernel function with width σ.
Hence, the empirical MEE loss can be expressed as:

LMEE = max

∫
p̂2(e)de = max

1

N2

N∑
i=1

N∑
j=1

κ√
2σ(ei − ej). (6)

Although there is a series of works on the theory and applications
of MEE, such as [19, 5, 17], just to name a few, they only investi-
gate or utilize the robustness of MEE against non-Gaussian noises
in y. Distinct from these works, one of the motivations of our pa-
per is to point out and systematically investigate the robustness of
MEE against distributional shift (i.e., p(x, y) differs in training and
test set), which, to the best of our knowledge, has not been done
yet. Moreover, instead of estimating Hα(e) by KDE as shown in
Eq. (6), we suggest the use of the matrix-based Rényi’s α-order en-
tropy functional [38, 33] to measure Hα(e), which avoids density
estimation and thus more suitable for complex data and deep neural
networks [39].

2.2 Robust Machine Learning with Covariate Shift

Literature on robust learning under distributional shift mainly fo-
cused on dealing with covariate shift, and assumes the training and
test data is noise free. Here we list the most recent and relevant works
on covariate shift split as those assuming the existence of a target
dataset (transfer learning and domain adaptation), and those without
that assumption.

Transfer Learning and Domain Adaptation: The majority of
transfer learning approaches proposed in the literature categorize ac-
cording to the differences in the input domains (homogeneous or
heterogeneous) or according to the methodology used to bridge the
gap between source and target domains [36]. Homogeneous trans-
fer learning assumes that both source and target inputs come from
the same feature space and therefore have the same dimensionality,
whereas for heterogeneous transfer learning they come from distinct
spaces. In this work, we are concerned with the homogeneous cate-
gory. Within the homogeneous transfer learning literature, the most
prominent methodologies fall into two categories: feature-based and
instance-based. Feature-based approaches try to mitigate the covari-
ate shift problem by mapping the inputs of the source domain (or
both source and target domains) to a feature space where their dis-
tribution matches with the target input domain distribution. Instance-
based approaches, on the other hand, propose to solve the same issue
by weighting the source samples according to their relevance to the
target task so, intuitively, source samples that are distant in the target
distribution will become less important during training.

In the instance-based category, we have TrAdaBoostR2 (TRB)
[27]: a combination of TrAdaBoost [7], a transfer learning variation
of AdaBoost, and AdaBoostR2 [9], which is AdaBoost adapted for
regression. It adapts both algorithms to transfer learning regression
by taking into account that the base learner errors are unbounded,
differently from classification, and it bridges the covariate shift by
down-weighting source samples that are far from the target distri-
bution. Another more recent instance-based approach is WANN [8],
a neural network trained by minimizing an adversarial loss derived
from an upper bound of the target generalization error. Its proposed
training method includes an auxiliary network that predicts weights
to maximize the error of the final model on the source samples, thus
indicating which samples are less relevant for the target task.

Among the feature-based transfer learning approaches, there is an
adversarial algorithm that learns a new feature representation to align
source and target domains by minimizing the margin disparity dis-
crepancy (MDD) proposed by the authors [40]. Domain-adversarial
neural networks (DANN) [12] is a seminal method applying adver-
sarial learning for better feature representations across domains. It
trains three neural networks simultaneously: one for feature mapping
(Gf ), one for classification (Gy), and the last one (Gd) is trained to
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predict whether the representation given by Gf was produced from a
source or target sample. The adversarial aspect of it comes from the
min-max game between Gf , which optimizes to fool Gd. In the end,
Gf should learn a unified representation for both source and target
samples which is indistinguishable to Gd and easily separable for the
classifier Gy .

All the aforementioned works propose a complex algorithmic so-
lution to the covariate shift problem in transfer learning and can be
difficult to optimize while also introducing extra hyperparameters.
They differ fundamentally from our approach, which focuses on re-
placing the MSE with MEE as the training objective. Since we only
change the loss function, our approach can be easily implemented
on the existing fine-tuning and linear probing algorithms. Neverthe-
less, we compare the original TRB and WANN algorithms with our
approach in multiple time-series transfer learning regression tasks
in our experiments. We choose TRB and WANN over the rest since
they showed better performance in several transfer learning regres-
sion benchmarks [8].

Robust learning without target data: Another new and less in-
vestigated area of research proposes approaches for robustness to co-
variate shift without assuming any specific knowledge target domain
(i.e., no labeled or labeled samples from test set). Note that, this setup
is also different to domain generalization (e.g., [1]), in which there
are multiple related source domains during training. See also supple-
mentary material 1 for comparison with respect to domain general-
ization. Anchor regression [31] is a least-squares-based method that
includes exogenous variables in the regression model to account for
possible causal interventions in the data. Another work proposes [35]
an algorithm robust to changes in the data-generating process. It re-
quires the process to be modeled as a causal graph and the changes
from source to target domains should be known so that their algo-
rithm is able to take it into account. Although these approaches en-
sure robustness to changes in the inputs, they are also limited to linear
problems so it is less suitable for many real-life regression tasks.

A recent work [14] shows that by training a model by minimiz-
ing the Hilbert Schmidt Independence Criterion (HSIC) the resulting
model can be more robust to covariate shift. The HSIC [16] is origi-
nally studied as an independence measure for random variables, but
subsequent work [24] shows that it is also suitable as a loss function
by using it to minimize the statistical dependence between covari-
ates and labels. This work motivates our approach to investigate the
covariate shift robustness of the MEE criterion since, in the regres-
sion case, it is related to minimizing the mutual information between
covariates and labels which, in turn, is also a statistical dependence
measure.

3 Transfer Learning with MEE

In transfer learning, we assume a small target dataset {xiT , yiT }NT
i=1,

with inputs xiT and labels yiT drawn from the target distribution
pT (x, y), and a large source dataset {xiS , yiS}NS

i=1 (NS � NT ) with
inputs xS and labels yS drawn from the source distribution pS(x, y).
The final goal is to build a model that generalizes to new unseen
samples from pT . Since the target data is limited, transfer learning
proposes to use it combined with the extra source data to create such
model. A common challenge practitioners face, besides the lack of
target data, is bridging distribution shifts between pT and pS . There
are three types of shifts that can occur in practice: covariate shift
(pT (x) �= pS(x)), label distribution shift (pT (y) �= pS(y)), and

1 Supplementary material available at https://arxiv.org/abs/2307.08572.

labeling function shift (pT (y|x) �= pS(y|x)), and there is a plethora
of approaches for each of them [26].

In this section, we first provide a new perspective on the robust-
ness of MEE to covariate shift, which motivates our study. We then
describe our main algorithm that integrates MEE into two basic trans-
fer learning paradigms. Finally, we elaborate on the implementation
details, including the way to estimate entropy, the way to compensate
for the model bias, and the way to estimate the kernel size.

3.1 Theoretical Justification on the Robustness of
MEE to Covariate Shift

The robustness of MEE against non-Gaussian noises has been exten-
sively investigated in previous literature. We refer interested readers
to [5, 6, 4, 19] for more thorough analysis. We also summarize in the
supplementary material two key points in this context.

The robustness of MEE against covariate shift is easy to under-
stand. Note that we have:

minH(e) ⇐⇒ minH(e)−H(y|x)
= minH(e)−H(e+ fθ(x)|x)
= minH(e)−H(e|x)
= min I(x; e) (7)

The first line is due to the fact that the conditional entropy H(y|x) is
a constant value that only depends on the training data; the third line
is by the property that given two random variables ξ and η, then for
any measurable function h, we have H(ξ|η) = H(ξ+ h(η)|η) [23].

Hence, minimizing the error entropy actually encourages the min-
imum dependence between x and e. In other words, the distribution
of input variable x is independent of the distribution of prediction er-
ror e. Since the prediction performance is characterized by p(e)2, it
also suggests that the predictor performance was not impacted by the
change of p(x), i.e., covariate shift. Therefore the MEE is an ideal
loss function in a transfer learning scenario where pS(x) �= pT (x)
and p(y|x) is the same in both source and target domains.

Note that, Greenfeld and Shalit [14] firstly observed and rigorously
proved that the HSIC between p(e) and p(x) is an upper bound of
the worst-case loss in the target domain in case of covariate shift.
Our simple proof in Eq. (7) generalizes the arguments in [14], show-
ing that any independence measures can be used here (rather that just
HSIC). Additionally, [14] does not discuss the close relationships be-
tween min I(x; e) and MEE; and does not systematically investigate
the performance and utility of MEE in a practical transfer learning
scenario.

3.2 Integration of Minimum Error Entropy and
Transfer Learning

In this paper, we focus on two widely used transfer learning tech-
niques: fine-tuning and linear probing. Fine-tuning is a popular ap-
proach to transfer learning and has shown great success in several
real-life tasks [25]. It consists of readjusting all the weights of a
neural network pre-trained with the source dataset through gradi-
ent descent by minimizing a given loss function L using the tar-
get data. We assume that the pre-trained neural network architecture
g(x;w, θ) = w�f(x; θ) is split into the feature extracting layers
f(x; θ) with weights θS and the regression layer with weight matrix

2 A good predictor is expected to have a concentrated error distribution with
zero mean.
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Algorithm 1 Fine-tuning with MEE
1: Input: target dataset (xT , yT ), source feature extractor parame-

ters θS , source regressor parameters wS , learning rate η, number
of epochs M .

2: θ0 ← θS
3: w0 ← wS

4: ei ← yiT −w�
S f(xiT ; θS), ∀i ∈ {1, ...N} 	 compute residuals

5: σ ← median({(ei − ej)
2}Ni,j=1) 	 kernel size estimation

6: for i ← 1 to M do

7: θi ← θi−1 + η∇θLMEE(wi−1, θi−1) 	 MEE
8: wi ← wi−1 + η∇wLMEE(wi−1, θi−1) 	 MEE
9: end for

10: b ← 1
N

∑N
i=1(yi − w�

Mf(xT ; θM )) 	 bias correction
11: Output: fine-tuned parameters θM , wM and bias b

wS . Since the source dataset is usually larger and more diverse, the
pre-trained model could already have a better performance in the tar-
get domain than a randomly initialized model, therefore it works as
a "warm start" and makes training easier since the model will need
fewer data and epochs to converge. For this approach to work suc-
cessfully, it requires a certain degree of similarity between the source
and target tasks. If both tasks are similar enough, it is likely that
fine-tuning will result in a better model for the target task, otherwise
negative transfer can happen [36], meaning that the generalization
performance on the target task will be hurt.

In linear probing, we freeze the parameters θS of the feature ex-
tracting layers f of the pre-trained source model and we update only
the last layer’s weights wS . This way, we are reusing the same fea-
tures learned by the source model, so we only need to adapt the last
layer to the target task. The idea behind it is that we can tap into the
neural network capabilities of learning to extract general meaningful
features from large amounts of data. If the source dataset is large and
contains a wide variety of samples, then the features extracted by the
source model are likely to be relevant also for the target task. On top
of that, training only the last layer can be preferable over fine-tuning
all the layers since the latter option can distort the features learned
from the source dataset [21].

Fine-tuning and linear probing are generally preferred over other
more complex approaches since they can be easily combined with
any neural network architecture, data types, and loss functions, while
also being able to give good results [22, 18]. They are commonly
used for neural network transfer learning combined with the cross-
entropy loss for classification or the MSE for regression. We propose
to improve the regular fine-tuning and linear probing algorithms for
regression tasks by combining it with the MEE loss. We do that by
instantiating the MEE loss in the place of the MSE and by including
two extra steps required by the MEE: the kernel size estimation and
the model bias correction.

Algorithms 1 and 2 describe in pseudo-code respectively our novel
approaches based on fine-tuning and linear probing. The main sug-
gested modifications are annotated with comments. Before the train-
ing starts, we compute the RBF kernel width σ as the median of the
pair-wise distance between the residuals of the source model on the
target training samples. Once the network parameters are optimized
using MEE, we compute the model bias b as the average of its resid-
uals on the training target data. In the following sections we go into
detail of how we compute the MEE loss, as well as the justification
for the extra steps that it requires.

Algorithm 2 Linear probing with MEE
1: Input: target dataset (xT , yT ), source feature extractor parame-

ters θS , source regressor parameters wS , learning rate η, number
of epochs M .

2: w0 ← wS

3: ei ← yiT −w�
S f(xiT ; θS), ∀i ∈ {1, ...N} 	 compute residuals

4: σ ← median({(ei − ej)
2}Ni,j=1) 	 kernel size estimation

5: for i ← 1 to M do

6: wi ← wi−1 + η∇wLMEE(wi−1, θS) 	 MEE
7: end for

8: b ← 1
N

∑N
i=1(yi − w�

Mf(xT ; θM )) 	 bias correction
9: Output: fine-tuned parameters wM and bias b

3.2.1 Matrix-based Implementation of Minimum Error
Entropy

As mentioned in the previous section, the MEE loss has interesting
robustness properties, but its KDE version described in Eq. (6) is
only suitable for low-dimensional problems, and it is difficult to se-
lect the appropriate kernel function. For that reason, in this paper we
implement MEE using the matrix-based version [33] of the quadratic
Rényi’s entropy of the model residuals e:

LMEE(w, θ) =
1

2
log2

[
N∑
i=1

λi(A)2
]

(8)

where A is a normalized positive definite matrix computed as Aij =
1
N

Kij√
KiiKjj

and λi(A) is the i-th eigenvalue of A. K is the Gram

matrix obtained by evaluating a positive-definite kernel κ on the
model’s residuals ei = yi−g(xi) on each pair of training data point.
The kernel used is the radial basis function (RBF), so κ and K are
expressed as:

Kij = κσ(ei, ej),

κσ(x, y) = exp

(
−‖x− y‖2

2σ2

)
.

By instantiating the model g(x) with the feature extractor f plus a
linear output layer with parameter w and the target dataset (xT , yT ),
the Gram matrix K becomes:

Kij = κσ(yiT − w�f(xiT ; θ), yjT − w�f(xjT ; θ))

This matrix-based implementation is ideal since it is differentiable
and can be computed in tractable time. In this paper, for the first time,
we employ it to transfer learning tasks by coupling it to the fine-
tuning and linear probing frameworks. Next, we explain in detail and
justify the model bias correction and the computation of the kernel
size which are important steps in our algorithms.

3.2.2 Correcting the Model Bias

An important difference between MEE and other loss functions such
as MSE is that it give the same loss value for models with different
errors. More specifically, the error entropy H(g(x)− y) is the same
for any models g1(x) and g2(x) that differ only by a constant C. This
can be easily seen by defining the errors of each model respectively
as ε1 and ε2 = ε1 + C. Therefore the error entropy of each model
will then only differ by the integral of the error PDFs p(ε1) and p(ε2),
which in fact are the same. This can be an issue because, even if the
model’s error entropy has converged to a minimum after training,
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(a) Shifted exponential noise. (b) Mixed Gaussian noise. (c) Laplace noise.

Figure 1. Comparison of the squared error of regression models trained using different loss functions and evaluated on data with increasing covariate shift for
different types of response variable noise. The bands indicate the standard deviation.

its predictions might still deviate from the ground truth by a bias
constant.

To solve this problem, we estimate the model’s bias b as:

b =
1

n

n∑
i=1

(yi − g(xi))

The bias b is then added to the output to correct the model’s predic-
tions, so the corrected model becomes gcorrected(x) = g(x) + b.

3.2.3 Computing the Kernel Size

The matrix-based implementation of MEE used in this paper relies
on the RBF kernel to approximate the PDF of the error in a tractable
way. It also introduces the kernel size (or width) σ as an extra hyper-
parameter to tune in order to obtain an accurate entropy estimation.
It is important to have a proper value for σ since otherwise, it can
lead to convergence problems during training. A too large σ will re-
sult in an all-ones Gram matrix K, thus its eigenvalues in Eq. (8) will
tend to zero, while if σ is too small then K will approach the identity
and the eigenvalues will approach 1/N . Furthermore, if σ is small
enough (e.g., σ = 0) the entropy of error will tend to be a fixed value
(log2 N ) and is maximized, which also violates the goal of minimiz-
ing the error entropy. In either case, the landscape of Eq. (8) over
the parameter space will flatten and the training is likely to fail. In
our empirical experiments, we calculate the σ to be the median of
the pair-wise euclidean distance between the model errors prior to
training:

σ = median({(ei − ej)
2}Ni,j=1) (9)

This heuristic is also called the median-rule and has been used in
practice by previous kernel learning literature [15, 37, 20] and also
results in good training convergence in our experiments.

4 Experiments

To empirically evaluate our results about the robustness to covariate
shift of the MEE as a loss function, we conduct experiments with
both real and synthetic regression datasets, the former focusing on
time-series data as argued before. In the first part, we use synthetic
regression data to verify empirically our theoretical hypothesis about
the robustness of the MEE loss to non-Gaussian noises and covari-
ate shift. In the remaining parts, we use real-life time-series transfer
learning regression datasets, which, as argued before, are highly suit-
able for studying distributional shift robustness of transfer learning

methods. We use them to compare the performance of our approach
with other state-of-the-art transfer learning algorithms. 3

4.1 Synthetic Linear Regression Experiment

In this experiment, we evaluate the robustness of the MEE loss to
covariate shift using synthetic data so we can fully control the amount
of covariate shift between source and target data. We compare MEE
with the popular MSE and MAE, as well as the state-of-the-art HSIC,
gaining detailed insights about the performance of each loss function.
We use a linear model to generate the data to ensure that the gradient
descent optimization will converge to a global optimum.

We generate the data of both source and target domains using a
linear model y = θ�x + ε, where y is the response variable, x
are the inputs, θ are the regression coefficients and ε is the additive
noise. We randomly sample the coefficients θ once from N (0, 0.1)
and keep them always fixed. The coefficients θ and the distribution
of ε remain the same for both source and target datasets. We emulate
different degrees of covariate shift by simulating a source dataset
with fixed input distribution pS(x), then simulating multiple target
datasets with increasing distribution shift in pT (x). The source in-
puts xS are sampled from a uniform distribution in the real interval
[−1, 1]100, while the target inputs xT are sampled from a normal
distribution N (μT , 1), and we vary μT from 0 up to 3. The covariate
shift increases as the mean of xT changes: when μT = 0, pS(x)
and pT (x) have the most overlap, and as we increase μT , pT (x)
will sample more and more inputs that are outside the support of
pS(x). In order to also compare the robustness of the losses to dif-
ferent noise distributions, we repeat the experiment using shifted ex-
ponential noise, mixed Gaussian noise, and Laplace noise. Further
implementation details are discussed in the supplementary material.

The results in Figure 1a and Figure 1b show the mean-squared er-
ror of the regression models trained with different loss functions in
the y-axis and the distance between the means of the input distri-
butions of the source and target datasets in the x-axis. As the target
input distribution shifts, MEE’s error showed a significantly slower
increase compared to other approaches. In the shifted exponential
noise case (Figure 1a), where the difference is striking even when
compared to the state-of-the-art HSIC. MEE is only outperformed
by MAE in the Laplace noise case (Figure 1c), which is expected
since the model trained with MAE is the maximum likelihood solu-
tion to this case. In all cases, MEE already has lower error than MSE

3 Our code is available at https://github.com/lpsilvestrin/mee-finetune.
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with minimal shift, showing that it can handle the change from uni-
formly to normally distributed inputs better. Overall, this experiment
confirms our theoretical claims about the robustness to covariate shift
and, additionally, shows its resilience to different types of response
variable noise.

In Figure 2 we use the dataset simulated with Laplace noise to
visualize the effect of the kernel size σ on the spread of the error
distribution. We can see that by picking it as the median (σ = 1)
the errors are more concentrated around zero4, while the larger or
smaller choices result in a more spread distribution. Additionally,
when reducing the size causes substantial degradation of the model
such that its performance is even inferior to that of the MSE. This
confirms that the procedure explained in Section 3.2.3 eliminates the
need for practitioners to manually tune σ.

Figure 2. Comparison of error densities using MEE with different kernel
sizes.

4.2 Time-series Transfer Learning

In this experiment, we verify the performance of our MEE version of
fine-tuning and linear probing using 5 real-life time-series regression
transfer learning tasks using deep neural networks. We conduct an
ablation study comparing our algorithm with the versions using the
MSE, MAE, and HSIC. We also compare our method with TRB and
WANN which are state-of-the-art transfer learning regression algo-
rithms.

4.2.1 Datasets

We compare all the training losses and transfer learning approaches
using 5 real-life time-series regression tasks based on 3 datasets from
the popular Monash [13] and UCI [10] repositories: the Nasa Turbo-
fan, the Beijing air quality and the bike sharing datasets. The Nasa
Turbofan data contains 4 datasets where engines operate under dif-
ferent conditions, providing distributional shifts between each other.
We select one of them as a source dataset (NTS), and the remaining
as target datasets (NT1, NT2, and NT3). For the Beijing air quality
dataset, we use the first year of measurements (2013) as source data
(PMS) and the early months of the last year (2017) as target training
data (PMT). The models are tested in the remaining data from 2017.
For the bike sharing dataset, we separate data from fall, winter, and
spring as the source dataset (BKS) while the target data is from sum-
mer, and the training target dataset contains information only from
the early days of summer.

4 The error entropy is minimized if the probability of one state dominates,
thus forming a highly concentrated distribution.

A summary of all datasets is listed in Table 1. Further details about
the distributional shifts on each dataset are discussed in the supple-
mentary material.

Table 1. The size of the train and test sets, the length of the time window
and the amount of features of each dataset used in our experiments.

Dataset ntrain ntest window size features

NTS 14,432 3,299 30 14
NT1 1,678 44,541 30 14
NT2 2,225 19,595 30 14
NT3 2,261 51,767 30 14
PMS 4,000 1,000 24 9
PMT 200 1,000 24 9
BKS 5,143 1,266 24 10
BKT 403 1,681 24 10

4.2.2 Linear Probing and Fine-tuning Experiments

There are two steps where MEE can be applied when using fine-
tuning (or linear probing) for transfer learning: the pre-training phase
and the fine-tuning (or linear probing) phase itself. The classic setup
for regression is to use the MSE in both steps, therefore it is also
selected as a baseline. We conduct an ablation study with three ex-
periments where we vary the loss functions in the fine-tuning and
linear probing phases. In two of them, we keep the pre-training loss
fixed as the MSE and in one experiment we vary the loss on both the
pre-training and fine-tuning phases:

• Fix-vary with linear probing We fix the pre-training loss and we
vary linear probing loss.

• Fix-vary with fine-tuning: We fix the pre-training loss and vary
the fine-tuning loss.

• Vary-vary with fine-tuning: We vary both the pre-training and
fine-tuning loss.

In the linear probing setup, we evaluate the capacity of each loss to
use the features learned by the pre-trained source model for predict-
ing the target labels. The fine-tuning-only setup compares how each
loss can adapt the source model to each target task. Finally, the pre-
training plus fine-tuning setup compares the loss functions in a com-
plete transfer learning cycle, from building a general source model
to tuning it down to the target prediction problem.

For the source models, we use a temporal convolutional neural net-
work (TCN) as the architecture for modeling sequential data. This
type of neural network is known for outperforming other classi-
cal time-series architectures such as the LSTM in many benchmark
datasets [3]. Further details of the hyperparameter choices are dis-
cussed in the supplementary material.

The HSIC is implemented with RBF kernels, as reported by the
original paper [14]. We select the kernel size the same way we do for
MEE (Section 3.2.3): we compute the median of the pairwise dis-
tance matrices for inputs and labels for each training dataset. Table
2 contains the kernel sizes selected for covariates and for response
variables for each dataset. We repeat all the runs with all models and
loss functions 20 times with different weight initializations and dif-
ferent training and validation samples, and we compare their results
on the target test datasets. The significance of the results is validated
through a paired Wilcoxon test with an adjusted p-value of 0.05.

In the comparison using linear probing of a source model trained
with the MSE (Table 3), MEE displays significantly lower error than
all other approaches in 4 out of 5 datasets. Only for the NT2 dataset,
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Table 2. RBF kernel size per dataset for both the covariates (σX ) and the
response variable (σY ).

NT1 NT2 NT3 PMT BKT NS PMS BKS

σY 0.5 1 0.5 0.3 0.8 0.3 0.5 0.3
σX 800 450 800 300 200 400 300 250

there is no significant difference between the performances of MSE,
MAE, and MEE. This result is promising because it shows that by
using MEE we are getting more from the features learned from the
source dataset.

Table 3. Fix-vary with linear probing: average target squared error
obtained from using different loss functions.

Data MSE-MSE MSE-MAE MSE-HSIC MSE-MEE

BKT 0.25 ± 0.029 0.26 ± 0.04 0.26 ± 0.031 0.24 ± 0.031
NT1 0.87 ± 0.016 0.9 ± 0.0092 0.89 ± 0.025 0.87 ± 0.018
NT2 0.48 ± 0.024 0.48 ± 0.029 0.54 ± 0.047 0.49 ± 0.025
NT3 0.72 ± 0.022 0.73 ± 0.018 0.73 ± 0.015 0.7 ± 0.0092
PMT 0.57 ± 0.039 0.56 ± 0.036 0.63 ± 0.038 0.54 ± 0.034

Regarding the experiments using MEE only in the fine-tuning
phase (Table 4), we see that it outperforms all other losses in two
datasets, and is on par with the best-performing (MSE) on two other
datasets. It is only outperformed in one dataset, where MAE and
HSIC have lower error, but overall it confirms the be a more ro-
bust loss than MSE. When using MEE for both pre-training and fine-
tuning (Table 5), for two datasets it has lower error than the other
losses. Only for PMT and NT2, it results in higher errors compared
to MSE and MAE, respectively. However, MEE always has signifi-
cantly better performance in more transfer learning tasks than each
other loss in the individual comparison. Summing up, the results con-
firm that our approach has more resilience to arbitrary distribution
shifts encountered in real-life datasets compared to the counterparts
using other popular training losses such as MAE and MSE, and even
state-of-the-art losses such as HSIC.

Table 4. Fix-vary with fine-tuning: average target squared error obtained
from using different loss functions. The pre-training loss function is always
the MSE. For BKT and PMT, there was no significant difference between

MEE and each other loss function.

Data MSE-MSE MSE-MAE MSE-HSIC MSE-MEE

BKT 0.16 ± 0.015 0.17 ± 0.018 0.16 ± 0.018 0.16 ± 0.012
NT1 0.47 ± 0.008 0.48 ± 0.008 0.48 ± 0.008 0.46 ± 0.007
NT2 0.59 ± 0.013 0.58 ± 0.012 0.58 ± 0.012 0.59 ± 0.009
NT3 0.45 ± 0.007 0.45 ± 0.007 0.45 ± 0.007 0.44 ± 0.006
PMT 0.44 ± 0.042 0.44 ± 0.038 0.47 ± 0.034 0.46 ± 0.024

4.2.3 Comparison with State-of-the-art Approaches

Additionally, we compare our approach with two other state-of-
the-art transfer learning algorithms tailored for regression: TrAd-

Table 5. Vary-vary with fine-tuning: average target squared error
obtained from using different loss functions.

Data MSE-MSE MAE-MAE HSIC-HSIC MEE-MEE

BKT 0.16 ± 0.02 0.16 ± 0.01 0.26 ± 0.07 0.16 ± 0.014
NT1 0.47 ± 0.01 0.48 ± 0.01 0.48 ± 0.01 0.45 ± 0.007
NT2 0.59 ± 0.01 0.57 ± 0.01 0.59 ± 0.01 0.59 ± 0.013
NT3 0.45 ± 0.01 0.45 ± 0.01 0.45 ± 0.01 0.44 ± 0.005
PMT 0.44 ± 0.04 0.45 ± 0.05 0.52 ± 0.04 0.47 ± 0.021

aBoost.R2 (TRB) [27] and WANN [8]. TRB is an ensemble learning
method while WANN is based on adversarial learning. We describe
both approaches and their hyperparameters in detail in the supple-
mentary material.

In the results shown in Table 6, our fine-tuning approach using
MEE is able to outperform the WANN in all tasks, and it performs
significantly better than TRB in 4 out of 5 tasks. This shows that fine-
tuning is still a competitive method for time-series transfer learning.

It is important to emphasize that WANN and TRB were originally
conceived for tabular data, so, besides our efforts to tune all hyper-
parameters to the time-series tasks, they might still be improved by
more thorough adaptation. It could be an interesting future work di-
rection to adapt specialized transfer learning regression algorithms
such as WANN and TRB to time-series tasks and to use MEE in-
stead of MSE.

Table 6. Target squared error of fine-tuning using MEE and other SOTA
transfer learning regression methods.

Data MSE-MSE TRB WANN MEE-MEE

BKT 0.16 ± 0.016 1.2 ± 1.2 0.48 ± 0.043 0.16 ± 0.014
NT1 0.47 ± 0.009 0.53 ± 0.011 0.94 ± 0.03 0.45 ± 0.007
NT2 0.59 ± 0.014 0.66 ± 0.007 0.68 ± 0.095 0.59 ± 0.013
NT3 0.45 ± 0.008 0.52 ± 0.004 0.77 ± 0.018 0.44 ± 0.005
PMT 0.44 ± 0.044 0.38 ± 0.018 1.2 ± 0.49 0.47 ± 0.021

5 Conclusion

In this paper, we revisit the robustness of the MEE loss function to
show that, besides its resilience to non-Gaussian response variable
noise, it is also robust to covariate shift, a common challenge in many
machine learning applications. We draw awareness to the fact that
MEE is better for training machine learning models for regression
tasks than the commonly used MSE, and can even outperform state-
of-the-art loss functions such as the HSIC. We validate our hypoth-
esis empirically on synthetic data representing different degrees of
covariate shift. Additionally, we show that MEE in combination with
fine-tuning can outperform other loss functions and even other state-
of-the-art transfer learning regression methods in real-world time-
series tasks.

There are many future work possibilities based on our results about
the robustness of the MEE loss. Existing transfer learning algorithms
such as TRB and WANN can be adapted to use MEE instead of MSE.
Our results also suggest that the out-of-distribution transfer learning
generalization might also be improved by using MEE, which might
lead to new interesting theoretical studies.
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