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Abstract. Semantic text matching has a wide range of applica-
tions in natural language processing. Recently proposed models that
have achieved excellent results on short text matching tasks are not
well suited to long-form text matching problems due to input length
limitations and increased noise. On the other hand, long-form texts
contain a large amount of information at different granularities af-
ter encoding, which cannot be fully interacted and utilized by ex-
isting methods. To address above issues, we propose a novel long-
form text-matching framework which fuses Bi-Encoder and Cross-
Encoder (FBC). Specially, it first employs an entity-driven key sen-
tence extraction method to obtain the crucial content of the text and
filter out noise. Subsequently, it integrates Bi-Encoder and Cross-
Encoder to better capture semantic features and matching signals.
Extensive experiments on several publicly available datasets demon-
strate the effectiveness of our approach, compared with strong base-
lines. Furthermore, our model exhibits greater stability and accu-
racy in determining the matching relationship between documents
describing the same event, which outperforms previously established
approaches. 1

1 Introduction

Semantic text matching techniques can be applied to a wide vari-
ety of applications, including community question answering [35],
information retrieval [11], and dialogue [21]. Many deep text match-
ing models have been proposed and gain improvement. Main-
stream methods include representation based methods such as
DSSM [12] and CDSSM [30], interaction based models such as
DRMM [8], MVLSTM [32], K-NRM [37], Conv-KNRM [5], Match-
Pyramid [25], Match-SRNN [33], PACRR [13], and their combina-
tions like RE2 [39] and DUET [22].

Pre-trained language models (PLM) have recently been used to fa-
cilitate the development of text semantic matching due to their pow-
erful ability to learn representations [7, 19, 17], and have reached
state-of-the-art performance when it comes to general semantic
matching benchmarks [34]. However, PLM models are not well
suited to long-form text matching problems due to the excessive
length and increased noise. BERT, for example, can handle docu-
ments with a length of less than 512 tokens. Thus in practice, doc-
uments exceeding this length will be truncated, which may result in
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Doc1: …Although Ke Jie lost the first game against
alphaGo two days ago by only the smallest 1/4 point,
only chess players with a certain level can see that this
is actually a complete defeat without suspense.....

Doc2: …Chinese Go has gained unprecedented attention
in 2017. Yesterday, because of the 1st-round competition
with AlphaGo, Ke Jie once topped the microblog hot
search list... While the main audience are onlookers…

Not match(False)Match(True)

PLM modelHuman being

Figure 1: A mismatched example of long-form text matching. Al-
though humans can easily judge whether two paragraphs match, the
PLM will make wrong predictions, which may be because it retained
some noise (the sentences marked in red in the figure) or the loss of
critical information that contributes to model’s accurate prediction
(the sentences marked in blue) due to the limitation of input length.

the loss of crucial information. On the other hand, the significant
amount of noise present in long documents can greatly interfere with
the model’s ability to make accurate predictions. Take Figure 1 as an
example, though both texts describe the same news that "Ke Jie had a
Go match with the AlphaGo", the model outputs a wrong prediction.
The aforementioned phenomenon may be attributed to the truncation
of some crucial sentences in doc1 and doc2, or the retention of ir-
relevant sentences containing extraneous information. Additionally,
our analysis of existing long-form text matching methods suggests
that they are prone to error when identifying text pairs that describe
the same event due to inadequate semantic interactions among the
pairs.

On the other hand, the common paradigms for text matching are
generally divided into Bi-Encoder and Cross-Encoder (Figure.2). Bi-
Encoder encodes text A and B respectively, generating corresponding
embeddings u and v, which are then compared for similarity to deter-
mine the matching degree. But since the two texts are encoded sepa-
rately and lack interactions, the accuracy is not ideal. Cross-Encoder
encodes text pairs as a whole and uses the output directly for sim-
ilarity calculation, which has poor interpretability and impacts the
matching speed.

To address the above issues, we propose a novel framework that
fuse Bi-Encoder and Cross-Encoder for long-form text matching
(FBC). We further propose an entity-driven key sentence extraction
method, which extracts key sentences ranked by the entity score from
the lengthy document. Specifically, FBC first takes the titles and key
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sentences of two documents as input, and outputs the encoded vec-
tors for each input. The encoded title vector pair and text vector pair
are input into two shared Bi-Encoder networks. Finally, we concate-
nate the global matching vector, i.e. the encoded vector of [CLS]
token, with the title matching vector and text matching vector from
the feature matching layer, and pass them to the classification layer
to get the final matching results.

The primary contributions of this paper are as follows: (i) We pro-
pose an entity-driven key sentence extraction method that effectively
utilizes the number and type of entities contained in the sentence, as
well as the position of the sentence within the text; (ii) based on (i),
we propose our framework that fuses Bi-Encoder and Cross-Encoder
to enhance the interaction between document pairs and capture more
matching signals, thereby improving the final matching performance;
(iii) Experimental results on several benchmark datasets demonstrate
the superiority of our framework over several strong baselines.
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Figure 2: The architecture of Bi-Encoder and Cross-Encoder.

2 Related Work

In this section, we first discuss common short-form text matching
models. Then as an extension, we will further summarize the more
effective long-form text matching models currently proposed and dis-
cuss their limitations.

2.1 Short-form Text Matching

Current mainstream text matching methods include representative
methods, interactive methods, and their combinations. These cate-
gories of methods have been widely applied to short-text matching.

Typical representation-based matching approaches include
DSSM [12], C-DSSM [30], ARC-I [9], RNN-LSTM [23] and MV-
LSTM [32], they usually encode text pairs into high-dimensional
semantic vectors using deep neural networks, and then judge whether
the two texts match by computing the similarity between their cor-
responding vectors. DSSM is the progenitor of representation-based
matching models, featuring a simple yet high-effect structure com-
posed of word-hash and multi-layer MLP and softmax. Subsequent
variants, such as C-DSSM, are optimized based on it. ARC-I model
utilizes a repetitive stacking of "CNN + k-pooling" to capture
semantic correlation between adjacent n-grams, and eventually
obtains sentence similarity from MLP.

Unlike representation-based approaches, the interactive approach
does not directly learn semantic representation vectors for text pairs,
but allows them to interact at the bottom layer, thus establishing
some fundamental matching signals. Representative examples of
such methods include ARC-II [10] and MatchPyramid [25] which

focuses on the associations between words and makes creative refer-
ence to the principles employed by CNNs in image processing, uti-
lizing a convolutional approach to manage interactions between two
sequences of texts.

As for the combination of the aforementioned two types, RE2 [39]
emphasizes three key features, namely previous alignment features,
original point-wise directional features, and context-aware alignment
between sequences, while simplifying most other components. This
setting renders it fast, powerful and applicable to a wide range of
correlative applications.

However, although the above methods perform well on short text
matching tasks, they cannot be directly transferred to long text
matching tasks since their patterns cannot process long-form text’s
massive information.

2.2 Long-form Text Matching

Early long-text matching tasks mostly employed term-based meth-
ods, such as TF-IDF which is based on bag-of-words models or LDA
which leverages topic overlap. These methods typically viewed texts
as combinations of multiple groups of words without considering the
order they appeared in the text. With the advent of deep learning,
researchers began employing deep learning methods to tackle long-
text matching tasks. SMASH RNN [15] was the first to propose a
hierarchical RNN model under a siamese architecture, integrating in-
formation from different granularities such as paragraphs, sentences,
and words. Then in 2019, the Concept Interaction Graph (CIG) [18]
employed graph-based methods to represent document information,
and utilized graph convolutional networks to convert the matching
task into a binary classification task.

The advent of powerful pre-trained models has changed the land-
scape of this field. Many transformer-based models, such as match-
BERT and sentenceBERT [28], have achieved very impressive per-
formances on long-text matching tasks. Considering the input length
limit of BERT models (512), SMITH [38] proposed a two-layer
transformers architecture to process sentence-level and word-level
features, thereby breaking this limit. CIG [18] mentioned before has
also incorporated the BERT architecture into their own model and
achieved superior performance than the standard BERT-finetuning
model on certain text-matching tasks. In 2021, Match-Ignition [24]
integrated the page-rank algorithm into the transformers model to ef-
fectively filter out noise of different granularities, and achieved the
current best performance on the CNSS and CNSE datasets.

It has been demonstrated in most previous works, especially those
transformer-based approaches, that long-form text provides an abun-
dance of information for matching. That is to say, learning an embed-
ding that embodies the context of an entire document can be quite
challenging. Current solutions for addressing these limitations in-
clude various pooling techniques [28] and contrastive learning meth-
ods [14]. These previous works provide strong evidence that our
framework can be effective for long-form text matching tasks, espe-
cially for improving the ability to identify a pair of texts that describe
the same event.

3 Our Framework

3.1 Problem Definition

Given the training set Strain = {di1, di2, yi}Ni=1, where di1 and di2
denote the long-form documents pair in i-th sample, and yi ∈ {0, 1}
denote the corresponding sample label indicating whether the two
texts in this sample match or not [4]. The target of this task is to train
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a model f : f(di1, d
i
2) ⇒ {0, 1}, where 1 indicates that the pair of

documents is mutually matching, and 0 indicates the opposite.

3.2 Model Architecture

The high-level overview of our framework is shown in Figure. 3. In
this section, we will separately introduce the implementation of our
novel key sentences extracting method and the details of three com-
ponents of our FBC model, namely the Cross-Encoder, Bi-Encoder,
and the final classification layer.

Given the two input documents d1 and d2, we first extract their key
sentences c1 = [s11, s

2
1, ..., s

n
1 ] and c2 = [s12, s

2
2, ...s

m
2 ] respectively

through our key sentence extraction module. Then, we take the titles
t1, t2 and key sentences of the two documents as inputs to the Cross-
Encoder to obtain high-dimensional vector representations of the two
documents, i.e., hc1 , ht1 and hc2 , ht2 . After completing the prelim-
inary encoding, we feed the encoded vectors into the Bi-Encoder for
matching feature extraction vector hfc and hft . Finally, the output of
the Bi-Encoder will be concatenated with the vector representation of
the [CLS] token h[cls] from the Cross-Encoder and then fed into
the classification layer to get the final result.

3.2.1 Entity-driven Key Sentence Extraction

Compared with short texts, long texts contain a large amount of text
noise which often interferes with the matching signals between texts.
At the same time, pre-trained language models require the removal
of a large amount of text noise before long texts can be used as inputs
due to the limitations of algorithm complexity. Therefore, before in-
putting text into the model, we first need to extract several sentences
that contain key semantic information from long texts.

Entity information is an important textual matching signal, and
specifically, the entity type and quantity in a sentence largely deter-
mine its relevance. Inspired by this, we propose an entity-driven key
sentence extraction algorithm. For each text, we first segment the text
into sentences based on punctuation marks, and then use the Spacy
library [31] to extract entity information from each sentence. Spacy
has trained a general named entity recognition(NER) model us-
ing a pre-trained language model, which defines a wide range of en-
tity types. In this paper, we select certain entity types from the model,
as shown in Table 1.

Entity Types in spacy Examples
PERSON Alice

GPE Beijing
DATE April 3rd, 2016
TIME 5 hours
ORG Microsoft

WORK_OF_ART Mona Lisa
FAC Eiffel Tower

EVENT World Cup
NORP Republican Party

PRODUCT Bread
QUANTITY 55KG

Table 1: Description of the entity types in Spacy.

Then we calculate the keyness score of each sentence based on the
distribution of entities in the sentence. Since entity information is an
important matching signal in the text, the importance of a sentence
can be determined by the number of entities it contains, as described
in Eq. 1. However, using only the number of entities in a sentence
has limitations. When the entities in a sentence are highly repetitive,

it indicates that the matching signal in the sentence is relatively sin-
gular, and from a global perspective, the sentence may not be a key
sentence. Therefore, we also use the number of entity types as a scor-
ing criterion, as shown in Eq. 2.

entitynum(si) =
num(si)

num(d)
(1)

entitytype(si) =
type(si)

type(d)
(2)

where num(si) and num(d) denotes the number of entities in sen-
tence si and in document d, while type(si) and type(d) denotes
the number of entity types in si and d respectively.

In addition to entity information, the position of a sentence in
the text is also a crucial factor in determining its importance [40].
Generally, sentences located at the beginning and end of an article
have stronger summarization and contain more matching signals than
those distributed in the middle of the article. Therefore, we also in-
corporate the position of a sentence in the text for calculating its key-
ness score. Eq. 3 describes the calculation of the sentence position
score.

position(si) =
max(i, n− i+ 1)

n
(3)

where i is the position of sentence si in document d, and n is the total
number of sentences of d. We obtain the final score of the sentence
si by weighing and summing the above three score items, as shown
in Eq. 4.

keyscore (si) =α× entitynum (si) + β × entitytype (si)

+ γ × position (si)
(4)

The weights α, β and γ are hyper parameters controlling the
weight of each scoring module. In this work, we set them to 0.6, 0.3
and 0.1, respectively, which can achieve the optimal matching effect.

3.2.2 Cross-Encoder for Text Pair Representation

In this section we describe the implementation of the Cross-Encoder
module for text pair representation. We use the pretrained-model
BERT [7] as backbone of our Cross-Encoder module.

Formally, a pair of documents d1, d2 can be represented as their
titles T1, T2, their key words K1,K2 and their several key sentences
C1, C2 extracted in the previous step. We then join the above text
segments via special tokens to form a input instance X = [CLS] T1

[SEP] K1 [SEP] C1 [SEP] T2 [SEP] K2 [SEP] C2 [SEP] with
the format required by BERT model.

We then encode the input X using the Cross-Encoder module of
our model to obtain a set of vector representations corresponding to
all the text segments mentioned above, which includes hT1, hT2 for
the titles of two documents, hC1, hC2 for key sentences, as well as
the contextualized vector representation h[CLS].

{hi}i=[CLS],T1,T2,C1,C2 = BERT-Encoder(X; θbe) (5)

where θbe denotes the parameters of the BERT encoder. Note that
the encoded vector of [CLS] token h[CLS] will be further used as a
global matching signal in the final classification procedure.
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Figure 3: The overall architecture of our framework.

3.2.3 Bi-Encoder for Matching Feature Extraction

In this section, we describe the implementation of the Bi-Encoder
module for feature extraction. Since several previous works has
demonstrated the effectiveness of siamese net in matching tasks [15,
28], we decide to choose siamese net as our Bi-Encoder, to inter-
act the features of the input vector pairs and obtain better matching
features.

Specifically, given the encoded vector pairs of titles hT1 and hT2

and key sentences of the two documents hC1 and hC2 , we respec-
tively input the title-vector-pair and content-vector-pair into two
same-structured siamese nets to extract and fuse the features of the ti-
tles and contents. The siamese net also has two components, denoted
as the pooling layer and the fusion layer.

The pooling layer aggregates sequential token representations into
fix-length vectors for the further fusion operation. In this paper mean-
pooling is adopted as the pooling layer (Eq. (6)) , since other methods
like CNN and RNN are slower and do not lead to better performance.

ht1 , ht2 = Mean-Pooling(hT1 , hT2)

hc1 , hc2 = Mean-Pooling(hC1 , hC2)
(6)

Given the ht and hc output from the pooling layer, the fusion layer
then calculates the element-wise multiplication and the subtraction of
these vector-pairs, and concatenates the results using Eq. 7 - 9:

hft = Fusion(ht1 , ht2) (7)

hfc = Fusion(hc1 , hc2) (8)

Fusion(h1, h2) = [h1;h2; |h1 − h2| ;h1 ◦ h2] (9)

where Fusion(·, ·) denotes the fusion layer, "◦" denotes the
element-wise multiplication (i.e., Hadamard product) of two vectors,
and ";" denotes the concatenation of two vectors. Here, subtracting
two vectors is intended to highlight the difference between them,
while taking the Hadamard product of two vectors for illustrating
their similarity. The final feature vector hft and hfc will be propa-
gated to the classification layer.

3.2.4 Classification Layer

Finally, the output of the previous module will be propagated into
the classification layer along with the global matching vector of

[CLS](mentioned in section 3.2.2) to make the final prediction:

P (ŷ | d1, d2) = σ(Wh+ b) (10)

h = [h[CLS];hft ;hfc ] (11)

where W , b are learnable parameters, σ(·) denotes the sigmoid func-
tion, and P (ŷ | d1, d2) represents the probability distribution of
matching degree predicted by the classification layer from the input
long-form document pair d1, d2 at the beginning.

3.3 Regularized Dropout (R-Drop)

Since we adopt dropout function in the Bi-Encoder and the final clas-
sification layer which may cause inconsistencies between training
and prediction. In order to address this defect, we apply a special
loss function called Regularized dropout(R-Drop) [36] to enhance
the model’s robustness towards dropout. It can either be regarded as
a regularization term, or can also be considered as a special form of
data augmentation.

Layer B

Layer A

input(x) input(x)

Layer B

Layer A

DNN

units dropped units

Figure 4: A example of R-drop application.

Specifically, we make each data sample repeatedly pass through
the same model twice, and due to the randomness of Dropout,
we can approximately assume that the sample has passed two
slightly different models and gets two different outputs as
P

(1)
θ (yi | xi) , P

(2)
θ (yi | xi). So the first part of our loss function is

a sum of normal cross-entropy losses corresponding to each output:

L1 = − logP
(1)
θ (yi | xi)− logP

(2)
θ (yi | xi) (12)
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In addition, to make the two outputs as consistent as possible, we
add KL divergence to the loss function as a constraint term:

L2 =
1

2

[
KL

(
P

(1)
θ (yi | xi) || P (2)

θ (yi | xi)
)
+

+KL
(
P

(2)
θ (yi | xi) || P (1)

θ (yi | xi)
)] (13)

The final loss function is the weighted sum of the above two parts:

L = L1 + αL2 (14)

where α is a hyperparameter for the strength of the regularization.

4 Experiments

4.1 Experimental Setup

Datasets. we employed multiple publicly available datasets which
were categorized according to their languages into two groups:

• Chinese Datasets: we use two Chinese datasets, i.e. Chinese
News Same Event dataset (CNSE) and the Chinese News Same
Story dataset (CNSS) created by [18]. The detailed statistics of
the two public datasets used in our experiments can be found in
Table 2-I. Their samples are derived from news articles of Chi-
nese major internet websites, covering multiple domains.

• English Datasets: For the English datasets, we use four datasets,
namely AAN [27], OC [2], S2ORC [20], and PAN [26]. Among
them, AAN, OC, and S2ORC are designed for citation recom-
mendation tasks, while PAN is designed for plagiarism detection
tasks. Detailed information about these datasets can be found in
Table 2-II.

Category Dataset AvgWPerD AvgSPerD Train Dev Test

I CNSE 982.7 20.1 17,438 5,813 5,812
CNSS 996.6 20.4 20,102 6,701 6,700

II

AAN 122.7 4.9 106,592 13,324 13,324
OC 190.4 7.0 240,000 30,000 30,000

S2ORC 263.7 9.3 152,000 19,000 19,000
PAN 1569.7 47.4 17,968 2,908 2,906

Table 2: Description of evaluation datasets, AvgWPerD denotes aver-
age number of words per document and AvgSPerD denotes the aver-
age number of sentences per document.

Implementation Details. We implemented all the models using py-
torch. And we choose the fine-tuned BERT model [7] bert-base-
chinese and bert-base-uncased as the encoder of our model. We use
Adam [16] as our optimizer for the training, and an exponentially
decaying learning rate with a linear warmup. We set the batch size to
8. The learning rate are set as 1e-5.
Evaluation metrics. As the text matching task can be viewed as a bi-
nary classification task, following previous work [18, 24], we adopt
accuracy and F1 scores as evaluation metrics. We train our model for
a total of 10 epochs and save the model with the best performance on
the validation set, and finally evaluate on the test dataset.

4.2 Baseline Models

Follow the previous work [18, 24], we compare with the follow-
ing baselines: term-based methods, traditional deep learning meth-
ods and transformers-based models. We implement two of the most
important baseline methods, CIG [18] and Match-Ignition [24] under
same data split, and the experimental results are consistent with those
reported in their papers. Therefore, for all the baselines we directly
adopt the results from [18, 24].

CNSE Dataset CNSS Dataset
Model Acc F1 Acc F1

I
BM25 [29] 69.63 66.60 67.77 70.40
LDA [3] 63.81 62.44 67.77 70.40
SimNet [18] 71.05 69.26 70.78 74.50

II
ARC-I [9] 53.84 48.68 50.10 66.58
DSSM [12] 58.08 64.68 61.09 70.58
C-DSSM [30] 60.17 48.57 52.96 56.75

III

ARC-II [10] 54.37 36.77 52.00 53.83
MatchPyramid [25] 66.36 54.01 54.01 62.52
BERT-Finetuning [7] 81.30 79.20 86.64 87.08
Match-Ignition [24] 86.32 84.55 91.28 91.39

IV

DUET [22] 55.63 51.94 52.33 60.67
RE2 [39] 80.59 78.27 84.84 85.28
CIG-Siam-GCN [18] 74.58 73.69 78.91 80.72
CIG-S&Siam-GCN [18] 84.64 82.75 89.77 90.07
CIG-S&Siam-GCN-Sg [18] 84.21 82.46 90.03 90.29

V FBC (ours) 86.96 85.35 93.39 93.60

Table 3: Experimental results on CNSE and CNSS datasets.

• Term-based Methods: This part of baselines include BM25 [29],
LDA [3] and SimNet [18]. Both BM25 (best match 25) and Sim-
Net are based on the bag-of-words model, using text similarity to
determine whether two texts match.

• Representation-based Methods: In the representation-based
models, we selected DSSM [12], C-DSSM [30], and ARC-I [9]
as baselines. They all convert text into representation vectors to
achieve text matching, and the difference mainly lies in the neural
network used to encode text.

• Interaction-based Methods: For the interaction-based models,
we selected ARC-II [10], MatchPyramid [25], BERT [7], and
Match-Ignition [24] as baselines. Match-Ignition plugs PageRank
algorithm into Transformers model to filter out noise at differ-
ent granularities, achieving the state-of-the-art performance on the
CNSE and CNSS datasets.

• Hybrid Methods: This category of models combine both
representation-based and interaction-based methods. Among
them, CIG [18] proposes a novel approach that abstracts text
pairs into a graph structure by introducing "concept" nodes, ex-
tracts concept-level matching vectors using a siamese network ar-
chitecture based on representation learning, and then fully inter-
acts these matching vectors using graph convolutional neural net-
works.

In addition to the aforementioned methods, we also introduced sev-
eral hierarchical approaches, such as GRU-HAN [41] and BERT-
HAN [41]; as well as two methods using pre-trained models specif-
ically designed for long texts, i.e., Longformer [1] and Trans-
formerXL [6], as baselines for comparison on four English datasets.

4.3 Results and Analysis

In this section, we first show the performance of our approch and a
series of baselines on the datasets we use. Furthermore, We will care-
fully analyze the factors that affects the performance of our model on
CNSE and CNSS datasets, due to the limited prior work on these two
Chinese datasets, this paper focuses on studying them in depth.

4.3.1 Model performance

The main experimental results of FBC along with baseline models
are presented in Table 3 and Table 4, our model achieves the best
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AAN Dataset OC Dataset S2ORC Dataset PAN Dataset
Model Acc F1 Acc F1 Acc F1 Acc F1

I BM25 [29] 67.60 68.00 80.32 80.38 76.47 76.53 61.59 62.47

II RE2 [39] 87.81 88.04 94.53 94.57 95.27 95.34 61.97 58.30
BERT-Finetune [7] 88.10 88.02 94.87 94.87 96.32 96.29 59.11 69.66

III

GRU-HAN [41] 68.01 67.23 84.46 82.26 82.36 83.28 75.70 75.88
GRU-HAN-CDA [41] 75.08 75.18 89.79 89.92 91.59 91.61 75.77 76.71

BERT-HAN [41] 73.36 73.51 86.31 86.81 90.67 90.76 87.57 87.36
BERT-HAN-CDA [41] 82.03 82.08 90.60 90.81 91.92 92.07 86.23 86.19

IV TransformerXL-Finetune [6] 83.85 83.24 91.61 91.79 92.50 92.39 58.25 69.07
Longformer-Finetune [1] 88.06 88.41 94.76 94.74 96.31 96.29 56.61 69.74

V Match-Ignition [24] 89.62 89.64 95.70 95.71 96.97 96.97 89.37 89.42
VI FBC(ours) 90.71 90.77 95.75 95.72 97.06 97.05 90.02 89.61

Table 4: Experimental results on four English datasets, i.e., AAN, OC, S2ORC and PAN dataset.

performance on all the six datasets over all baseline methods. We list
the observations as follows:

We first compared our model with BERT-Finetune [7], as PLM-
based models greatly improve the quality of text encoding compared
to traditional term-based methods and early representation methods.
From Table 3-III and Table 4-II, it struggles with long-form text tasks
(e.g. PAN) while our model demonstrates significant superiority over
it.

Next, we compared our model with models based on hierarchi-
cal attention mechanisms like GRU-HAN [41] and BERT-HAN [41],
and those PLM models specifically tuned for long-form texts like
Longformer [1] and transformerXL [6]. Our model outperformed
these methods on all four English datasets as shown in Table 4-III
and IV, indicating that our designed key sentence extraction module
effectively filtered out a large amount of noise.

We finally compare our model with Match-Ignition [24], which in-
troduces text noise filtering mechanisms of different granularities to
tackle the noise problem. The comparison between FBC and Match-
Ignition demonstrates the superiority of our model. FBC employs an
entity-driven key sentence extraction method, which also effectively
addresses the noise issue in long text matching. On the other hand,
it integrates two encoding methods, Cross-Encoder and Bi-Encoder,
allowing for more comprehensive document interactions and captur-
ing more matching signals, thus improving the final matching perfor-
mance.

4.3.2 Analysis on Key Sentence Extraction

The quality of key sentence extraction can significantly impact model
performance, thus we investigated the effectiveness of different key
phrase extraction methods. The results are shown in Table 5.

CNSE Dataset CNSS Dataset
Model Acc F1 Acc F1

TextRank + Match-Ignition [24] 86.32 84.55 91.28 91.39
TF-IDF + Match-Ignition [24] 85.56 83.58 91.86 92.05
Entity + Match-Ignition [24] 86.46 84.86 91.52 91.55

TextRank + FBC 86.20 84.34 92.00 93.08
TF-IDF + FBC 86.14 84.45 92.43 92.66

Entity + FBC (ours) 86.96 85.35 93.39 93.60

Table 5: Results of different key sentences extracting methods with
Match-Ignition and our model on CNSE and CNSS datasets.

Table 5 shows that the entity-driven algorithm outperforms TF-
IDF and TextRank algorithms in both models, providing strong ev-
idence for the superiority of the entity-driven key sentence extrac-

tion algorithm. This also suggests that entity information in sentences
plays a greater role in determining sentence relevance compared to
word frequency information. Furthermore, under same key sentence
extraction method, FBC performs better than Match-Ignition, which
indirectly reflects the superiority of our model.

4.3.3 Analysis on pooling layer in Bi-Encoder

In this paper we employ a pooling layer in our Bi-Encoder to sepa-
rately capture title matching features and text content matching fea-
tures. We conduct three sets of experiments using Mean-Pooling,
convolutional neural network (CNN + max-pooling), and recurrent
neural network (Bi-LSTM), in order to verify the impact of different
pooling methods on model matching performance. The experimental
results are shown in Table 6.

CNSE Dataset CNSS Dataset
Types of pooling layer Acc F1 Acc F1

Mean-Pooling 86.96 85.35 93.39 93.60

CNN-Pooling 86.01 84.51 91.74 92.03
RNN-Pooling 85.32 83.64 91.36 91.57

Table 6: Results of different pooling layer on CNSE and CNSS
datasets.

It can be observed that the simple mean pooling achieves the
best results. This implies that the text features obtained after Cross-
Encoder are already sufficient to express the semantic information of
the text, and that simple mean pooling can be used to construct lo-
cal semantic features effectively. Although classical network models
such as CNN and RNN can also encode local text semantics well,
the greater difference between the feature vectors of the encoded text
and the global vectors obtained through Cross-Encoder limits the im-
provement in matching performance of the model.

4.3.4 Model Stability Analysis

Due to the sparsity of matching signals between long documents,
current methods for matching long texts are more prone to errors
when predicting the matching relationship between two documents
describing the same event. Therefore, this subsection mainly ana-
lyzes the prediction performance of our FBC model on document
pairs describing the same event and different events, compared to
Match-Ignition. Experimental results are shown in Table 7, where
Acc_pos represents the prediction accuracy of the model on docu-
ment pairs describing the same event and Acc_neg represents the
opposite.
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CNSE Dataset CNSS Dataset
Model Acc_pos Acc_neg Acc_pos Acc_neg

Match-Ignition [24] 79.91 90.23 91.19 92.59
FBC(ours) 85.36 88.17 93.16 92.89

Table 7: Model Stability Analysis of Match-Ignition and FBC (ours)
on CNSE and CNSS datasets.

From Table 7, the prediction accuracy of Match-Ignition declines
sharply when facing document pairs describing the same event, es-
pecially on the CNSE dataset. This phenomenon may be caused by
various factors, such as annotation errors in the dataset, consider-
able variation in document structure, or overly long extraction length
of key sentences by the model. On the contrary, our FBC model’s
accuracy for predicting documents describing the same event does
not decrease significantly. This indicates that compared with Match-
Ignition, the FBC model not only has better performance but also has
better stability.

4.3.5 Ablation study

To demonstrate the effect of each module, we present an ablation
study by removing each module from the framework. We conducted
two groups of experiments. In the first group, we mainly validated
the role of Key sentence extraction module, Bi-Encoder and Cross-
Encoder, and the experimental results are shown in Table 8-II, where:

• “w/o-KSE": remove the Key Sentence Extraction module and di-
rectly input the original text into the model for training and pre-
diction.

• “w/o-Bi-Encoder": remove the Bi-Encoder layer, and the global
matching vector obtained from the Cross-Encoder layer will be
used directly to obtain the matching result through the classifier.

• “w/o-Cross-Encoder": remove the Cross-Encoder layer, and the
Bi-Encoder will be directly used to construct the matching vector
based on the title and text content.

As shown in the model architecture presented in Figure 3, the clas-
sification layer of the FBC model takes three matching vectors as
inputs, namely, the global matching vector obtained from the Cross-
Encoder layer and the title-text content matching vectors obtained
through vector Hadamard product and vector difference in the Bi-
Encoder matching layer. Additionally, to enhance the robustness of
the model, the R-Drop function is employed in the loss function. So
in the second group, we designed the following experiments to verify
the effectiveness of these four modules, and the experimental results
are shown in Table 8-III, where:

• “w/o-rdrop": remove the r-drop regularization and use cross en-
tropy loss function.

• “w/o-cls": drop the global feature vector [CLS] and only use the
two feature vectors output from the Bi-Encoder for classification.

• “w/o-mul": remove the Hadamard product operation and only
keep the subtraction operation.

• “w/o-sub": contrary to “w/o-mul", remove the subtraction opera-
tion and only keep the Hadamard product operation in the fusion
layer of Bi-encoder.

As shown in Table 8-II, removing key sentence extraction led to a
decrease in model performance on both datasets. This demonstrates
that our key phrase extraction module is beneficial in addressing the
input length limitations of PLMs, while also being capable of fil-
tering out noise and extracting crucial information from long-form

CNSE Dataset CNSS Dataset
Model Acc F1 Acc F1

I Full-Model 86.96 85.35 93.39 93.60

II
w/o-KSE 85.39 84.10 92.58 92.13

w/o-Bi-Encoder 84.76 83.26 92.26 92.01
w/o-Cross-Encoder 78.92 77.00 77.38 78.63

III

w/o-rdrop 85.82 84.02 92.45 92.63
w/o-cls 85.30 83.41 92.91 93.07
w/o-mul 85.17 84.34 92.20 92.32
w/o-sub 85.10 84.65 91.65 91.70

Table 8: Ablation study results on the CNSE and CNSS datasets.

texts. Besides, it can be observed that the removal of the Cross-
Encoder layer results in a sharp decrease in model performance, with
accuracy and F1 score both dropping below 80%. While the removal
of the Bi-Encoder matching layer only makes a slight model per-
formance decrease. This is mainly because the Cross-Encoder layer
provides a more comprehensive interaction between texts compared
to the Bi-Encoder, allowing for more fine-grained matching signals
between texts, and thus having a greater impact on the matching re-
sults. In our FBC model, the Bi-Encoder primarily serves to enrich
the matching signals and can be considered as a model optimization
layer, thus having a smaller impact on the matching results.

From Table 8-III, it can be concluded that using R-Drop loss func-
tion can improve model performance. Besides, the global matching
vector ([CLS]) generated by the encoding layer and the title-text
content matching vectors obtained through vector Hadamard prod-
uct (mul) and vector subtraction (sub) in the matching layer all con-
tribute to the model performance to varying degrees. This indicates
that these three matching vectors contain matching information at
different levels, and concatenating them leads to a feature vector with
more matching signals. This result is also intuitive, as the global fea-
tures generated by the encoding layer are based on the interactions
between words and contain word-level matching information, while
the feature vectors generated by the matching layer using the title and
text content are based on local matching signals and contain coarser-
grained matching information.

5 Conclusion

We presented a novel framework in this paper for long-form text
matching that incorporates both Bi-Encoder and Cross-Encoder, en-
abling more semantic interactions between the documents to com-
pare. Furthermore, we present an entity-driven key sentence extrac-
tion method to improve the efficacy of text matching. We have con-
ducted extensive experiments with several benchmark datasets to as-
sess the effectiveness of this method. The results of our experiments
indicate that our method achieves the best performance and is more
robust on match document pairs that describe the same event.
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