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Abstract. Non-IID data presents a significant challenge for feder-
ated learning(FL), and personalized FL is a natural solution to ad-
dress this challenge. Recently, Graph Neural Network (GNN) has
recently emerged to model the complex client relationship using a
client graph to refine personalized models. However, this approach
depends on an existing client relation graph on the server, making
it impractical unless this prerequisite is satisfied. Furthermore, noisy
and missing connections in the original graph structures can degrade
personalization performance. In this work, we propose an unsuper-
vised structure learning approach to improve personalized FL, where
the server learns a dynamic client graph through self-supervision and
generates structure-based client representations. These representa-
tions are then broadcasted to users, regulating local training using
the learned knowledge as an inductive bias. Empirical studies on
benchmark datasets demonstrate the significant effectiveness of our
approach and the high quality of the client graphs. The code is avail-
able at https://github.com/lazyJane/FedSKA.

0.1 Introduction

Federated learning (FL) [25] is a rapidly growing collaborative ma-
chine learning framework that enables a group of clients to jointly
train models without sharing their local data. Classical FL (Fe-
dAvg) [41] trains a unique global model for all clients that aims to
fit all data from different clients [29, 34, 26, 42]. However, such a
global model will always perform poorly due to the statistical het-
erogeneity observed across different clients [34, 25, 44]. Consider
the scenario for mobile device keyboards, certain emojis are used by
one demographic but not others. Therefore, it becomes essential to
provide client-specific personalized models in FL.

A variety of efforts have been made to personalized FL [6, 21].
One focuses on conducting an additional fine-tuning step after a well-
trained global model [49, 39, 1, 9, 40]. However, in highly heteroge-
neous scenarios, the relevant global model may not exist, and these
approaches may result in each client only learning locally. Clustered
FL [44, 51, 3, 15, 39] groups clients into several discrete clusters and
trains a model for each cluster, where data distribution of clients in
one cluster is the same or similar. The Clustered FL assumption is
quite restrictive since no knowledge transfer is feasible across clus-
ters. In the scenario where each client has its own unique optimal
local model, the number of clusters is equal to the number of clients,
rendering FL infeasible. More recently, personalized FL methods
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[33, 45, 10] are proposed to directly learn many individual personal-
ized models using the global model as the component of knowledge
sharing. However, they may not fully exploit the potential pairwise
collaborations among clients, as their diversity can provide informa-
tive differences in their local data.

Graph learning has emerged as an effective solution to capture re-
lationships among clients, as the connecting edges between clients
can depict their correlations [37, 14]. Existing relevant methods
mainly focus on network topology applications, such as traffic pre-
diction using sensor networks, and therefore rely on pre-existing
client graph. Provided with the client graph as prior knowledge, local
models can be improved by capturing inherent information over the
topology of FL clients. FedU [11] incorporates a Laplacian regular-
ization term into the objective function to encourage the client mod-
els with connected edges to be similar. BiG-Fed [52] utilizes con-
trastive learning to model the relationship between clients for link
prediction on the given client graph. SFL [6] learns a graph-based
model for each client by aggregating all models of its neighbors, and
then brings the local models closer to the graph-based model.
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Figure 1. Concept maps of (a) FL with a given graph and (b) our proposed
FL with unsupervised learned graph
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such an approach infeasible for many applications, where a carefully
engineered client graph may not always be available on the server.
Moreover, the predefined client graph is static, which cannot capture
dynamic changes in client relationships that may occur during the
FL training process. Even with a known graph, personalization per-
formance may be degraded due to noisy and missing connections in
the original graph structures. Moreover, by only consider parameters-
level aggregating of neighboring clients, rich and complex informa-
tion carried in the original data may not be fully utilized.

In this paper, we propose FedSKA, a personalized FL method that
leverages dynamic structured knowledge. FedSKA utilizes a struc-
ture learner to generate a dynamic client graph during FL train-
ing through self-supervision based on homophily of the graph. The
learned weighted adjacency matrix is then fed into a Graph Neu-
ral Network (GNN) model to produce representations with structural
knowledge, which is optimized by borrowing gradient information
from clients, thereby leveraging the inductive bias from local tasks.
These structure-based features are then broadcasted to clients, en-
abling them to train their models on the learned graph structure that
embodies knowledge from neighboring clients.

Our main contributions are as follows :

1. Problem. We propose to regulate local model updating by impos-
ing structure relational inductive biases, without relying on any
external prior knowledge about clients, which leads to better per-
sonalized performance under non-i.i.d. data distributions. To our
best knowledge, we are the first attempt to explore client struc-
ture through unsupervision under FL, which is more practical to
address more challenging FL scenarios.

2. Algorithm: We propose the dynamic Structural Knowledge As-
sisted framework FedSKA, which learns a client graph by finding
the optimal structure that facilitates to predict the client represen-
tations. FedSKA performs an alternating and periodical process
to implement structure knowledge transfer between clients and
server, incorporating benefits from both FedAvg and Split Learn-
ing.

3. Evaluations. We perform extensive experiments to corroborate
the effectiveness and analyze the properties of FedSKA through
comparisons with state-of-the-art methods on four benchmark
datasets.

1 Related Work

1.1 Federated Learning for Non-IID Data

The vanilla FL algorithm FedAvg [41] trains a unique model to fit
data across various clients. However, it suffers from the non-i.i.d.
decentralized data, leading to statistical challenges such as model
weights divergence [54], data distribution biases [20], and a drifted
global model that is slow to converge even unguaranteed convergence
[34]. To tackle this challenge, Li et al. [34] proposed FedProx, which
adds a proximal term to the local objective function to reduce the gap
between local and global models. SCAFFOLD [26] introduces con-
trol variates to correct the client drift in its local updates. While the
above work focus on building a robust global model across non-i.i.d.
data, they do not directly address local model performance relevant
to individual clients.

1.2 Personalized Federated Learning

Given the challenges described above, some other approaches adopt
the strategy of training multiple models or personalizing components

to address multiple target distributions.
Cluster-level PFL Clustered FL assumes that the clients can be

partitioned into different clusters, representing different distribu-
tions. CFL [44] recursively separate clients with incongruent opti-
mization directions by the cosine similarity of the parameter updates,
while FedSEM [51] uses l2 distance. Briggs et al. [3] propose an
agglomerative hierarchical clustering method named FL+HC, which
relies on iterative calculating the pairwise distance between all clus-
ters. IFCA [15, 39] divides the clients into clusters with a center
model that can minimize their loss values.

Client-level PFL typically assumes that each client’s data dis-
tribution is unique, which necessitates the training of a personal-
ized model on each client’s device. A natural approach is learn-
ing a global model and fine-tuning parameters on each client’s lo-
cal dataset [49, 39, 1, 9, 40]. Per-FedAvg [12] and a class of al-
gorithms referred to as meta-learning [24, 5, 27] considered fine-
tune as a regularization term on the learning objective function of the
global model. Ditto [33] proposed a bilevel optimization framework
for PFL, which incorporates a regularization term to constrain the
distance between the local and global model. Interpolation of global
and local model [39, 19, 31] build personalized models for clients by
combining the global model and the local model. These approaches
primarily focus on the interaction between the local and global mod-
els, thereby failing to discover differences among the diverse infor-
mation across clients.

Graph-assisted PFL Graph structure has recently emerged as an
effective approach to model the relationships among the clients. [37,
14]. FedU [11] reformulates a multi-task federated learning using
Laplacian regularization. BiG-Fed [52] designs a bilevel optimiza-
tion framework and leverages the connectivity of edges as a guiding
information in the outer level task by mapping into the structural
similarity of neighboring node models. SFL [6] learns graph-based
personalized models and then brings the local models closer to the
graph-based model. The quality of the client graph and the effective
incorporation of structural information for each client are two critical
factors in Graph-assisted FL. Our proposed method addresses both of
these issues to improve performance.

1.3 Graph Neural Networks

Graph Neural Networks (GNNs) have demonstrated superior perfor-
mance in various learning tasks involving graph-structured data, such
as graph embedding [18] and node classification [28]. GNNs capture
the relationships between nodes in a graph using k-hop aggregation,
and a weighted hop in GCN can capture more complex relationships
in the graph [7]. GCN, proposed by Kipf and Welling [28], performs
convolutional operations on graph-structured data. In our method,
GCN is used to fuse neighbor clients’ information.

1.4 Graph Structure Learning

Graph Structure Learning (GSL) improves the robustness of GNN
models by jointly learning an optimized graph structure and cor-
responding representations [55, 56]. Some methods attempts to
reweight the existing edges of the given graph using attention mecha-
nism or feature similarity [46, 22]. Other methods reconstruct struc-
tures with node-wise similarity computed by metric learning func-
tions like cosine similarity [8] and dot production [53]. Then the
adjacency matrix with learnable parameters via jointly optimized
along with GNN under the supervision task such as node classifica-
tion [8]. SLAPS [13] identified a supervision starvation problem that
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emerges for graph structure learning and perform GSL through un-
supervision. SUBLIME [38] guides structure optimization by max-
imizing the agreement between the learned structure and a crafted
self-enhanced learning target with contrastive learning.

2 Preliminary and Notation

In this paper, we consider a general supervised learning task in the
entire dataset D under federated setting. Given K clients in an FL
system, the k th client has its own dataset Dk :=

{(
Xi

k, y
i
k

)}Nk

i=1
,

where Xi
k is the i th training sample, yi

k is the corresponding ground
truth of Xi

k. Nk is the sample number in dataset Dk and the total
number of data N =

∑K
k=1 Nk. In general, the goal of vanilla FL

system is to solve the following objective function:

min
w

F (f1(w), ..., fK(w)) (1)

where fk(w) := EXk∼Dk [lk (w;Xk)], is the k th client’s local ob-
jective function that measures the local empirical risk over Dk. F (·)
is a function that aggregates the local objectives from each client.
For example, in FedAvg [41], F (·) is typically set to be a weighted
average of local losses, i.e.,

∑K
k=1 pkfk(w), where pk = Nk

N
and∑

k pk = 1. However, The heterogeneity of D can often prevent
convergence to a stable global solution for Eq. (1). To address this
issue, it is common to learn client-specific models {wk}k∈[K] for
personalization.

The formulation of a personalized FL system typically involves a
bi-level optimization problem as follows:

minw1,...,wk hi (wk;w
∗) := fi (wk) + λR (wk, w

∗)
s.t. w∗ ∈ argminw F (f1(w), . . . , fN (w))

(2)

where each client has a personalized model wk, and w∗ is the op-
timal global model that minimizes the loss in Eq. (1). The regular-
ization term R controls the local model updates. Ditto [33] propose
an l2 term 1

2
|wk − w∗|2 to constrain the local updating to be close

to the global model. As a typical method of graph-assisted FL, SFL
first learns a graph-based aggregation model u and then introduces
an l2 term 1

2
|wk − u|2 to constrain the local updates to be close to

the graph-based model. Our approach differs from theirs in that we
utilize feature representations to convey structural information for
sufficient representation learning capabilities.

3 Proposed method: FedSKA

In this section, we elaborate our proposed approach with a summary
shown in Algorithm 1. An overview of its learning procedure in il-
lustrated in Figure 2.

3.1 Formulation

Before making the problem statement of FedSKA, we first introduce
the basic definition of the client graph in FL. Consider a connected
graph G = (V, E ,Hc) = (S,Hc), where V is the set of K = |V|
nodes, each node represents a client, E is the set of m = |E| edges
representing connections between clients. S ∈ [0, 1]K×K is the
weighted adjacency matrix. Hc = {hc

k}Kk=1 is the node feature ma-
trix, where each row hc

k denotes the feature representation of client
k produced by the local feature extractor fe

k with parameters we
k on

the local data Xk as follows: hc
k = fe

k(w
e
k;Xk).

The design of FedSKA is motivated by the lack and poor quality
of the original static graph that may not capture dynamically chang-
ing relationships between clients during training. Hence, our goal
is to capture the latent structure among clients and use it to gener-
ate robust representations of neighboring clients to improve the per-
sonalized accuracy performance. Our Structure Knowledge-Assisted
personalized FL Framework considers bi-level tasks.

Server :S = GS(H
c), Hg ← GNNE(S,Hc)

Client : min
w1,...,wk

fk(wk) := LC(wk) + LS(H
c,Hg)

(3)

where the server’s GNN task involves two key components: a struc-
ture learner GS responsible for constructing the client graph S, and
a GNN encoder GNNE tasked with updating the hidden features
Hc to more intricate structure-based features Hg . The clients are
involved in a local task that aims to minimize the local empirical risk
LC(wk) while leveraging the structure-based features Hg obtained
from the client graph S learned by the server. We show later that the
learned structure-based features can introduce inductive bias to local
users, reinforcing their model learning with a better generalization
performance. In the following sections, we will provide a detailed
description of each module of our approach.

3.2 Client Structure Learner

The structure learner GS is a function GS : RK×d → R
K×K with

parameters θGS which takes the client features Hc ∈ R
K×d as input

and generates a adjacency matrix S̃ ∈ R
K×K as output, d is the

dimension of client features. The process of client graph structure
learning follows the general graph structure learning paradigm: 1)
generator, 2) adjacency processor, and 3) learning objectives. Below
we provide details for each module.

3.2.1 Metric-based Generator

To find optimal structures for various information across clients, we
design a metric learning based generator GS , which first acquires
node embeddings from the input data using a multi-layer percep-
tron (MLP), and then model structure with pair-wise similarity of
the node embeddings. Specially, S̃ is generated by

S̃ = GS(H
c
e) = σ(GMLP (H

c)GMLP (H
c)T) (4)

where GMLP is a multi-layer perceptron (MLP) with the learnable
parameters θGMLP to generate the embedding representations Hc

e,
which considers the correlation and combination of features, gener-
ating more informative embeddings for downstream similarity metric
learning. σ(·) is a non-linear activation and defined as ReLU func-
tion, which make sure all elements to be positive.

3.2.2 Post-processor

The output S̃ of the generator may be dense, non-symmetric and non-
normalized, which violates the properties of real-world graphs. Thus,
we apply the post-processor T (·) to refine the sketched adjacency
matrix S̃ into a sparse, symmetric, and normalized adjacency ma-
trix S. This is achieved through three post-processing steps applied
sequentially: sparsification, symmetrization, and normalization.

Sparsification: The dense sketched adjacency matrix S̃ often
contains noise (i.e. unimportant edges) and increases the computa-
tional burden, especially when the FL system has a large number of
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Algorithm 1 FedSKA. Ec is the number of local epochs, ES is the number of structure learning rounds, Eg is the number of GNNE learning
rounds, T is the number of communication rounds; η is the learning rate. hc

k is the local features of client k, hg
k is the structure-based features

generated by server for client k.
1: ServerExecute()

2: for each round t = 0, ..., T do

3: //(1)Optional FedAvg of local models.

4: for each client k ∈ V in parallel do

5: hc
k ← ClientUpdate(k,hg

k)
6: end for

7: wt =
∑ Nk

N
wk

8: for each client k ∈ V in parallel do

9: Send wt to reinitialize client wk

10: end for

11: Hc
k[idx] ← hc

k

12: //(2)Unsupervised Client Structure Learning.

13: for server round from 1 to ES do

14: S̃ ← Metric-based Generator GMLP (Hc)
15: S ← Post-processor T (S̃)
16: end for

17: //(3)Alternate optimization of GNNE

18: for each round from 1 to Eg do

19: {hg
k|i ∈ V} ← GNNE({hc

k|i ∈ V}; θGNNE )
20: for each client k ∈ V in parallel do

21: �h
g
k
lk ← lk ·Backward(k,hg

k)

22: �θGNNE
lk ← hg

k ·Backward(�Hg lk)
23: end for

24: �θGNNE
l ← ∑

k∈V �θGNNE
lk

25: θGNNE ← θGNNE − η�θGNNE
l

26: end for

27: //(4)Update structure-based features

28: Hg ← GNNE(S,Hc)
29: for each client k ∈ V in parallel do

30: send hg
k to client k

31: end for

32: end for

33: ClientUpdate(k,hg
k):

34: //(1)Local Training

35: for each local epoch from 1 to Ec do

36: for batch b ∈ {Xk, Yk,h
g
k} do

37: Update wk as in Eq. (9)
38: end for

39: //(2)Extract Local features

40: for idx, batch xk, yk ∈ {Xk, Yk} do

41: hc
k = fe

k (we
k;x

c
k)

42: end for

43: return hc
k to server

44: end for

45: ClientBackward(k,hg
k):

46: ŷk ← fs
k(w

l
k,h

g
k)

47: lk ← lk(ŷk, yk)
48: return �h

g
k
lk to server

clients [50]. So we consider only the "K-nearest neighbor" for each
client to produce a sparse matrix. Specifically, we keep the edges
with top-k connection values and mask off the rest (set to 0). The
sparsification (·) is expressed as:

S̃ij = Tsp

(
S̃ij

)
=

⎧⎨
⎩
S̃ij , S̃ij ∈ top−k

(
S̃i

)
0, S̃ij /∈ top−k

(
S̃i

) (5)

Symmetrization and Normalization. The process can be

achieved as follows:

S = Tnorm

(
Tsym (S̃)

)

= Tnorm

(
1

2
(S̃ + S̃)�

)

=
1

2
D̃

− 1
2

(
S̃ + S̃

�)
D̃

− 1
2

(6)

where Tsym makes the adjacency matrix symmetric, which takes the
average of the similarities to ensure that the strength of the connec-
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tion between vi and vj is the same in both directions. In general, if
client A is more important to client B, then client B is also more im-
portant to client A. Therefore, to reflect such an undirected graph,
the adjacency matrix needs to be symmetrized. Finally, to normalize
the symmetric adjacency matrix S̃, we compute its degree matrix D̃

and then multiply D̃
− 1

2 from the left and right to S̃ to ensure that
the sum of rows and the sum of columns are equal to 1.

3.2.3 Optimization by Self-supervision

Since the server has no access to client data, there is an absence of
prior knowledge about the clients. Therefore, we optimize the pa-
rameterized adjacency matrix S through unsupervised learning. In-
spired by contrastive learning [48], we design a supervision signal
from data itself via augmented representations. Specifically, we cre-
ate augmented features by adding noise to the original client fea-
tures. Then, we feed the learned adjacency matrix S and the aug-
mented features into a Graph Neural Network (GNN) to generate
denoising features. Finally, we maximize the similarity between the
denoising features and the original features. Our self-supervised task
encourages the model to learn a graph structure suitable for predict-
ing the node features, satisfying the homophily of the graph [28].
GNND : RK×d × R

K×K → R
K×d is a GNN with learnable pa-

rameters θGNND , which takes noisy version H̃ of client features as
inputs and produces denoised features H with the same dimension
as output. During training, we minimize:

LD = L

(
Hpos,GNND

(
H̃,S; θGNND

)
pos

)

where pos represents the indices corresponding to the elements of
H to which we have added noise, and Hpos represents the values
at these indices. S is the generated adjacency matrix learned by GS

and L is the mean-squared error loss. pos consists of r percent of the
indices of H selected uniformly at random in each epoch. Adding
noise can be performed by either replacing the values at pos with 0
or by adding independent Gaussian noises to each of the features.

3.3 Structure-based Representations Learning

After obtaining the learned client graph, we use a GNN to update the
client feature representations to fuse information about the neigh-
boring clients. Specifically, we employ Eq. (7) to update the client
feature embeddings:

{hg
k}Kk=1 ← GNNE(S, {hc

k}Kk=1; θGNNE ) (7)

where θGNNE are the trainable model parameters. By iteratively up-
date the feature embeddings, GNNE captures the complex informa-
tion of the client representations over the topology.

To optimize θGNNE , we adopt gradient information borrowed
from the clients using Split Learning (SL) [17, 47]. First, the server
obtains the updated hidden feature Hg through GNNE and sends the
k-th row feature hg

k to the corresponding client k. Then, the client k
feeds hg

k to its local classifier fs
k to compute the loss with respect to

hg
k. Next, the client computes the gradient �hg lk using local gradi-

ent back propagation as in Eq. (8a), and sends it back to the server.
The server receives the gradients {�hg lk}Kk=1 from all clients and
computes each gradient of lk with respect to GNNE , denoted as
�θGNNE

lk, using Eq. (8b). Finally, the server aggregates all gradi-
ents {�θGNNE

lk}Kk=1 and obtains the result gradient using Eq. (8c).

The parameters θGNNE are updated using gradient descent as in Eq.
(8d), where η is the learning rate.

Client k :�h
g
k
lk ← lk.Backward(k,hg

k) (8a)

Server :�θGNNE
lk ← hg

k.Backward(�h
g
k
lk) (8b)

�θGNNE
l ←

∑
k∈V

�θGNNE
lk (8c)

θGNNE ← θGNNE − η�θGNNE
l (8d)

To alleviate the high communication cost for exchanging informa-
tion, we use alternate optimization algorithm [2] for periodic infor-
mation exchange as in Figure2.

By this approach, FedSKA takes into account the task-specific in-
ductive bias of local data during the learning process, thereby im-
proving the GNNE parameters and making them more suitable for
downstream local tasks. At the end of learning process, the learned
feature hg

k is sent to the corresponding client. As a result, the objec-
tive of a local model k is altered to maximize the similarity between
local features hc

k and structure-based features hg
k:

min fk(wk) :=LC(wk) + LS(h
c
k,h

g
k) (9)

where LC(wk) is the empirical risk of client k, and LS(h
c
k,h

g
k) is

the similarity-based loss that brings the local features closer to the
received structure-based features, as in Eq. (10):

LS(h
c
k,h

g
k) =

1

Nk

Nk∑
i=1

1− cos(hi
c,k, h

i
g,k) (10)

It is worth noting that the structure-based features hg
k combine a

client’s local features with those of neighbors through weighted sums
based on the edge weights of the client graph. The highest weight is
assigned to the self for its highest self-similarity. This ensures the
incorporation of useful neighbor information without neglecting lo-
cal information, resulting in stable personalized model performance
improvement. Moreover, compared to traditional FL, FedSKA en-
hances collaboration among neighboring clients through structure
learning optimization. This involves updating variables S to find the
most similar clients and wk for local model updates from local data,
resulting in mutually reinforcing convergence. Convergence analysis
will be addressed in our future work.

4 Experiments

4.1 Datasets and models

We evaluated our method on four federated benchmark datasets span-
ning a wide range of machine learning tasks: MNIST [32] for hand-
written character recognition, CIFAR10 [30] for image classification,
Shakespeare [4, 41] for language modeling, and METR-LA [36] for
traffic forecasting. Client-side models used include: a 1-hidden layer
MCLR model with 64 units for MNIST, MobileNet-v2 [43] with a
last hidden size of 1280 for CIFAR10, a stacked RNN with an em-
bedding layer and a 1-layer LSTM [16] with hidden size 256 and a
linear layer for Shakespeare, and a 2-layer GRU model with hidden
size 64 for METR-LA. On the server side, we employed an MLP
with the same hidden size as the local feature and ReLU activation
for the structure learner, and a 1-layer Graph Network as the GNN
Encoder. All datasets were randomly split into 80% training and 20%
test sets for each task.
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Table 1. Personalized Performance comparisons on different settings

Dataset Setting Separate FedAvg FedProx Ditto IFCA FedU SFL Ours

MNIST

shards=2
Mean 98.34±0.01 90.02±0.00 90.01±0.02 98.34±0.01 97.32±0.02 98.28±0.00 97.17±0.01 98.65±0.01
Best 100.00±0.00 98.00±0.00 97.82±0.00 100.00±0.00 100.00±0.00 100.00±0.00 100.00±0.00 100.00±0.00

Worst 94.65±0.31 81.08±0.00 81.08±0.00 94.65 ±0.31 92.65±0.00 94.74±0.31 91.78±0.00 93.19±0.31

shards=5
Mean 93.87±0.00 90.20±0.02 90.06±0.01 93.91±0.00 93.38±0.01 94.56±0.00 93.11±0.01 94.37±0.00
Best 99.54±0.00 96.77±0.00 96.77±0.00 98.14 ±0.00 99.14 ±0.00 99.54±0.00 99.23±0.00 99.84±0.00

Worst 87.60±0.38 83.69±0.00 83.69±0.00 87.14±0.00 87.57±0.00 88.4±0.00 87.08±0.00 88.92±0.00

shards=10
Mean 90.17±0.01 90.53±0.01 90.42±0.01 90.17±0.01 91.73±0.00 92.18±0.02 91.48±0.01 92.42±0.00

Best 96.77±0.00 96.46±0.00 96.31±0.00 96.77±0.00 98.15±0.00 96.77±0.00 97.75±0.00 98.59±0.00

Worst 84.12±0.00 84.31±0.00 84.15±0.00 84.12±0.00 86.62±0.00 87.38±0.00 85.69±0.00 87.72±0.00

CIFAR10

shards=2
Mean 82.66±0.05 69.91±0.11 58.84±0.26 88.34±0.01 93.54±0.09 84.96±0.09 93.99±0.07 94.87±0.02

Best 100.00±0.00 96.70±0.33 94.53±0.00 96.70±0.33 100.00±0.00 100.00±0.00 100.00±0.00 100.00±0.00

Worst 51.63±0.62 28.57±1.58 2.50±0.00 68.93±1.00 80.77±0.41 57.27±1.22 79.50±0.67 78.54±0.93

shards=5
Mean 41.1±0.12 71.85±0.03 62.83±0.26 41.36±0.23 85.21±0.10 40.55±2.48 87.85±0.06 91.27±0.16

Best 79.53±0.00 84.77±0.53 80.40±0.63 81.75±0.00 95.97±0.00 79.36±0.98 96.87±0.34 98.04±0.51

Worst 21.34±0.41 55.63±0.34 44.97±0.86 22.02±0.00 70.39±0.53 21.58±0.86 75.46±0.63 80.21±0.66

shards=10
Mean 37.47±0.06 75.45±0.04 73.41±0.02 30.69±0.11 81.32±0.12 47.33±0.09 85.44±0.07 90.1±0.06

Best 87.93±1.02 87.93±1.02 86.64±0.34 60.64±0.63 93.53±0.68 60.03±0.42 94.37±0.42 98.04±0.00

Worst 18.75±0.34 64.88±0.34 61.90±0.68 17.49±0.63 66.47±0.63 29.69±0.68 77.49±0.42 82.88±0.51

Shakespeare
Mean 32.01±0.04 31.18±0.01 21.71±0.06 29.46±0.00 27.87±0.02 30.01±0.03 30.18±0.07 30.41±0.22
Best 29.22±0.04 33.56±0.02 25.13±0.85 22.82±0.00 30.86±0.02 26.76±0.02 32.02±0.22 34.19±0.62

Worst 22.83±0.01 27.12±0.01 20.45±0.17 15.04±0.02 25.12±0.21 18.39±0.07 27.10±0.15 31.51±0.14

Client heteroeneity Setting. Shakespeare dataset is naturally non-
i.i.d distributed where each client represents a character. For MNIST
and CIFAR-10, we artificially partitioned the raw dataset using a pa-
rameter q (shards) to control the level of heterogeneity, following the
approach of [41]. We sorted the entire dataset according to the la-
bel and divided it into K × q shards of equal size, with each client
assigned q shards. The level of non-i.i.d. data issues depends on the
size of the shards, with smaller shards indicating higher data hetero-
geneity. METR-LA [36] is a traffic dataset that has a graph topology
connecting sensors on roads. Each sensor on the road can be con-
sidered a client in the FL system, contributing data collected from
real-world sources with a non-i.i.d. distribution.

4.2 Baseline and experiment settings

We compared our algorithms with one global model trained with Fe-

dAvg [41] and FedProx [35] . Personalized FL Ditto [33] sets up a
separate personalization model and make it close to the global model.
IFCA [15, 39] groups similar clients in to the same cluster and per-
forms FedAvg in each cluser independently. FedU [11] aggregates
neighbor models for each client. SFL [6] learns graph-based person-
alized models with an optional l2 distance-based graph construction
method.

Without any additional statement, all reported results are based
on the same training configuration. We employ SGD with the same
learning rate 0.01 as the optimizer for all training operations, use a
batch size of 32. For the training process, we choose the number of
local epochs Ec = 1, the number of structure learning rounds ES = 10
and the number of GNNE learning rounds Eg = 10 for all datasets.
The number of total communication T is rounded to 200. The feature
mask ratio r = 0.01.

4.3 Performance Comparison analysis

Table 1 reports the average, the best 5% and the worst 5% perfor-
mance of personalized models of our method and other baselines on
MNIST, CIFAR10 and Shakespeare, respectively. Table 2 reports the
average MAE, MAPE, and RMSE across all clients for predicting
60 minutes (12-time steps) ahead on the METR-LA dataset. And we
have the following findings from the results.

• Overall Performance.

– Performance on MCLR and CNN. FedSKA significantly im-
proves test accuracy on image datasets, achieving approxi-
mately 8% improvement on MNIST and 27% improvement on
CIFAR10. This demonstrates its effectiveness, particularly for
complex local classification tasks. In comparison, FedProx and
Ditto rely on average models’ and local models’ performance,
respectively, since their simple regularization approaches may
not adequately address underlying heterogeneity, leading to un-
stable performance. IFCA alleviates heterogeneity to a certain
extent, but its effectiveness is limited by the absence of knowl-
edge interaction between clusters. FedU benefits from a given
client graph on MNIST but can easily fail under complex tasks
like CIFAR10, where a more sophisticated client structure is re-
quired. As one of the most competitive baselines, SFL improves
personalized performance compared to FedU by constructing
a client graph based on l2 distance between local model pa-
rameters. However, its gain is less significant compared to Fed-
SKA. We attribute the superior performance of FedSKA to the
learned robust latent structure knowledge by self-supervision,
which effectively enhances personalized models.

– Performance on RNN. FedSKA outperforms other baselines on
RNN, as shown in the last part of Table 1 and Table 2. For
RNN with a large number of parameters and complex network
structure, FedAvg achieves stable average performance by ag-
gregating all clients’ information. However, the best 5% and
worst 5% personalized performances show that there is signif-
icant variance between client models, which violates fairness
in FL. In contrast, FedSKA maintains relatively stable perfor-
mance for all client models by finding optimal neighbors and
appropriate edge weights for information transmission.

• Impacts of data heterogeneity. FedSKA is robust against differ-
ent levels of user heterogeneity and consistently performs well.
As the number of shards becomes smaller (higher heterogeneity),
traditional FL algorithms like FedAvg and FedProx lose effective-
ness and may perform worse than Separate training due to severe
heterogeneity affecting the global model performance. However,
FedSKA remains effective and accurately captures client struc-
tural relationships, accommodating clients with varying levels of
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Table 2. Performance of traffic forecasting in FL

METR-LA MAE MAPE RMSE

Separate 0.3680 0.4492 4.2644
FedAvg 0.3497 0.9352 3.5631
FedProx 0.3539 0.4043 3.6229

Ditto 0.3669 0.3952 4.3251
IFCA 0.3498 0.4300 3.5270

FedU 0.3659 0.4440 4.1447
SFL 0.3656 0.4001 3.6406

FedSKA 0.3465 0.3853 3.5348

closeness.
• Learning efficiency. As depicted in Figure 3, FedSKA exhibits

the most rapid learning curves, reaching optimal performance
quickly. Although FedSFL demonstrates higher learning effi-
ciency than other baselines, it is susceptible to overfitting since the
fixed graph structure leads a client to always exchange information
with its fixed and limited neighbor nodes, which is also observed
with IFCA. In contrast, by dynamically adapting the learned stru-
ture knowledge to clients, FedSKA can customize the training pro-
cess for each client and achieve better overall performance.

(a) MNIST-shards10 (b) CIFAR10-shards10

Figure 3. Visualization of Convergence

4.4 Ablation Study

In this section, we analyze the effectiveness of the learned structure.
For comparison, we created simple initial graphs for image datasets
by connecting two clients with the same label. We then compared
our method using the pre-defined graph and the learned graph by the
client structure learner. Results in Table 3 show that the learned client
structure is crucial for exploring latent relationships between clients,
which are otherwise inaccessible with the given graph.

Table 3. Personalized performance of ablation experiments

Average Test Acc MNIST CIFAR10

FedSKA (given graph) 93.90 89.60
FedSKA (learned graph) 94.60 91.47

4.5 Number of neighbors k

We investigate the sensitivity of the number of neighbors k in kNN
for sparsification. We search the range 5, 10, ..., 80 for MNIST and
CIFAR10. Figure 4 demonstrates that FedSKA is robust under differ-
ent values of k. The optimal selection for each dataset is k = 70 for
MNIST and k = 20 for CIFAR10. This is because the local data for
MNIST is relatively simple, necessitating a larger number of neigh-
bors to provide sufficient information, whereas CIFAR10 requires

identifying accurate neighbor aggregation for achieving optimal per-
formance.

Figure 4. Average personalized test accuracy w.r.t. number of neighbors.

4.6 Visualization of learned client structure

Figure 5 visualize the learned graph with k = 30 on MNIST for
shards2 and shards10. It can be observed that when the heterogene-
ity is high (shards=2), the similarity between clients is small, result-
ing in lower connection weights learned for the graph edges. Fig-
ure 6 visualizes the comparison between the pre-defined relation
graph and the learned graph by FedSKA on METR-LA. The learned
graph on METR-LA finds more hidden connection edges, includ-
ing the long-dependence on non-connected roads. This visualization
demonstrates that FedSKA not only learns knowledge from simple
pre-defined graphs but also discovers complex hidden relationships
among clients.

(a) Learned Graph for shards2 (b) Learned Graph for shards10

Figure 5. The visualization of the learned client graph S for MNIST vs.
different heterogeneity.

(a) Original Graph (b) Learned Graph by FedSKA

Figure 6. The visualization of the learned client graph S for METR-LA.

5 Conclusion

In this work, we propose a novel approach to improve personal-
ized performance using unsupervised graph structure learning. We
accomplish this through a bi-level task in FL, where on the server
side, a dynamic client graph is learned through self-supervision and
representation is generated by a GN that leverages local downstream
task. On the client side, the local objective is designed to be close to
the learned representation which incorporates the learned structure.
We conduct experiments to evaluate the effectiveness of the proposed
method. In the future, we will focus on client subgraph sampling
training in FL for scenarios where only a small fraction of clients
participate. Additionally, we plan to apply graph-assisted FL to ad-
dress more practical challenges in a real FL system, such as FL with
noisy labels [23].
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