
S2M: Converting Single-Turn to Multi-Turn Datasets for
Conversational Question Answering

Baokui Lia;†, Sen Zhanga;†, Wangshu Zhang , Yicheng Chen , Changlin Yang , Sen Hu , Teng Xub b b b b, Siye Liub,
and Jiwei Lic;∗

aSchool of Software Technology, Zhejiang University
bAnt Group

cCollege of Computer Science and Technology, Zhejiang University

Abstract. Supplying data augmentation to conversational question
answering (CQA) can effectively improve model performance. How-
ever, there is less improvement from single-turn datasets in CQA due
to the distribution gap between single-turn and multi-turn datasets.
On the other hand, while numerous single-turn datasets are avail-
able, we have not utilized them effectively. To solve this problem,
we propose a novel method to convert single-turn datasets to multi-
turn datasets. The proposed method consists of three parts, namely, a
QA pair Generator, a QA pair Reassembler, and a question Rewriter.
Given a sample consisting of context and single-turn QA pairs, the
Generator obtains candidate QA pairs and a knowledge graph based
on the context. The Reassembler utilizes the knowledge graph to get
sequential QA pairs, and the Rewriter rewrites questions from a con-
versational perspective to obtain a multi-turn dataset S2M. Our ex-
periments show that our method can synthesize effective training re-
sources for CQA. Notably, S2M ranks 1st place on the QuAC leader-
board1 at the time of submission (Aug 24th, 2022).

1 Introduction

The task of conversational question answering, which requires ma-
chines to answer questions through reading and understanding a
given context and history Question-Answer pairs, has been a rapidly
growing area in natural language understanding [3, 23, 25, 26]. With
the development of pre-trained language models [4, 10, 17], the up-
per limit of CQA is constantly broken. However, they are still lim-
ited by the scale of real-world datasets. More annotated datasets are
needed to promote conversational question answering development.

To alleviate the limitation of data scale, mainstream research has
explored two methods. For example, there are a large number of
single-turn datasets [15, 16, 25] in reading comprehension. While
numerous single-turn datasets are available, there are some aspects
that have not been fully exploited. Recent studies have shown that
the distribution shift between datasets severely constrains only using
single-turn datasets. The second method is to automatically generate
label datasets [13, 18], whic can generate datasets according to the
distribution of target domains. However, generating CQA datasets is
challenging and requires interaction between question-answer pairs.

†Equal contribution.
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Context: In America, Asa Gray argued that
evolution is the secondary effect, … , and
published a pamphlet defending the book in
terms of theistic evolution, �������� �	�	
����

Q A

a1 Asa Gray argued that evolution is the secondary effect 

q1 What is the evolution ?

q2  Which book is the book defended�

a2 a pamphlet defending the book in terms of theistic evolution

Single-Turn QA:
Q: What did the pamphlet that Asa Gray
published defend?
A: the book in terms of theistic evolution

Q A

a1 Asa Gray argued that evolution is the secondary effect

q1 What did Asa Gray do in America?

q2 What did the pamphlet that he published defend?

a2 the book in terms of theistic evolution

q3 What was the title of the pamphlet ?

a3 Natural Selection

(a) Traditional Generated Conversation

(b) Improved Generated Conversation

Figure 1: Two examples of generated conversations. The former rep-
resents traditional context-based conversation generation; the latter
additionally considers the single-turn QA pair and rewrites it. Our
method considers both context and additional single-turn question-
answer pairs, thus generating more complete information.

Therefore, the existing literature mainly discusses a part of the
whole process. On the one hand, research on conversational question
generation is dedicated to generating follow-up questions [19, 21]; on
the other hand, research on conversational question answering aims
to improve the accuracy of answers [8, 22, 33]. As far as we know,
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only SIMSEEK [13] combines the two methods. In addition to the
above research directions, some researchers have studied the genera-
tion of single-turn question-answer pairs. Different from these stud-
ies, we propose a method to better use single-turn datasets, which
alleviates the distribution shift between single-turn and multi-turn
datasets and generates more complete conversations than SIMSEEK,
as shown in Figure 1.

In this paper, we propose a method to convert single-turn datasets
to multi-turn datasets. It consists of three modules, the candidate
single-turn QA pair Generator, the QA pairs Reassembler, and the
conversation question Rewriter. Firstly, the Generator generates a
large number of single-turn candidate QA pairs. Then, the Reassem-
bler forms sequential QA pairs from the generated and existing QA
pairs. Finally, the Rewriter converts these self-contained questions to
questions related to the specific conversation.

A conversational dataset called S2M has been generated by the
proposed method and evaluated by the CQA task. We conducted
unsupervised and supervised experiments on the challenging CQA
benchmark QuAC [3]. In the unsupervised case, our experimental
results demonstrate the effectiveness of the synthetic conversations
from S2M that improve performance of baselines and reduce the per-
formance gap between the unsupervised setting and the supervised
setting. In the case of supervision, with the help of S2M, our model
has achieved state-of-the-art performance on the validation set and
ranked 1st on the leaderboard test set. To further verify the quality
of S2M, we conducted a human evaluation to compare S2M with
the original dataset QuAC and other generated datasets [13, 18]. The
results have shown that the quality of the conversations in S2M is
higher than others in terms of answer accuracy, context relevance,
and overall adequacy.

Our contributions are summarized as follows :

• We verify defects in directly using existing datasets for data aug-
mentation. Our results also indicate the possibility of converting
single-turn to multi-turn. As far as we know, this work is the first

attempt to successfully convert single-turn datasets to multi-

turn datasets.

• We propose a new method to build a new dataset called S2M.
Extensive numerical results have been conducted on the QuAC
benchmark. It is worth mentioning that the proposed method ob-
tains state-of-the-art performance on the validation set and ranks
1st on the benchmark test set.

• A human evaluation of S2M has also been conducted to show that
the conversations in S2M are more popular than other synthetic
datasets for annotators.

2 Approach

In this section, we first formalize the CQA task and introduce two
types of mainstream methods to generate datasets. Then, we intro-
duce our method with three components. In our method, we first
introduce how to generate high-quality single-turn question-answer
pairs. Next, we introduce how to construct and use a knowledge
graph to obtain sequential question-answer pairs. Finally, we intro-
duce the question Rewriter to obtain question-answer pairs that de-
pend on the conversation.

2.1 Background

2.1.1 Task Formulation

Let C = [s1, s2, ..., sN ] denote the context, where the sentence
si = {w1, w2, ..., wM} contains Mi tokens. Given a question

qt with t being the turn of given question, CQA is asked to an-
swer it correctly from the context C based on its history H<t =
[(q1, a1), ..., (qt−1, at−1)].
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(a)

(b)

Figure 2: Two types of CQA dataset generation methods. Compared
with method-b, method-a considers the conversational history. Al-
though its generation is slow, the resulting quality is higher.

2.1.2 Data Generation Methods of CQA

Although generating CQA datasets is a challenging task and there are
a limited number of previously available works, the existing meth-
ods can be summarized into the following two types of methods, as
shown in Figure 2.

In both methods, a context encoder encodes C into a series of con-
textualized feature representations {hi}Li=1, as shown below, where
L is the length of the input context.

{hi}Li=1 = ContextEncoder(C,H) (1)

H represents the historical conversation information, which is op-
tional and only effective in model-a of Figure 2. The context en-
coder ContextEncoder could be Long-Short Term Memory Net-
work(LSTM) [11] or pre-trained language models, e.g., BERT [5].

Second, to obtain answers at for generating a question qt, {hi}Li=1

are projected onto start logit and end logit through multi-layer per-
ceptrons separately. Both logits are then sent to a softmax function to
compute the start and end probability distributions along all tokens
in the context as shown in:

rsi = Ws
2tanh(W s

1hi) (2)

rei = Ws
2tanh(We

1[hi;hs]) (3)

ps = softmax(rs) (4)

pe = softmax(re) (5)

where Ws
1, Ws

2, We
1, We

2 are trainable parameters of the projection
functions. hs is the token representation of the start label, and ps ⊆
R

L, pe ⊆ R
L are the start and the end probability distributions over

all tokens, respectively. Based on the start and end logits, we obtain a
set of candidate answers Ât = {â1

t , â
2
t , ..., â

k
t }. We choose the result

at of the highest score as the answer to question qt.
Third, after extracting the answer at, there are subtle differences

between the two types of question-generation methods. On the one
hand, the question qt is generated based on the extracted answer at

and context C, e.g. p(qt|C, at); on the other hand, the conversational
history H<t is additionally considered when generating a question
qt, e.g. p(qt|C, at, H<t).

These methods have been widely proven to be effective in the
CQA task. It is worth mentioning that both methods generate data
based on contexts. If the context itself carries some single-turn
question-answer pairs, they are powerless. Therefore, we propose the

B. Li et al. / S2M: Converting Single-Turn to Multi-Turn Datasets for Conversational Question Answering1366



obtain

obtain

triples

Context: In America, Asa Gray argued
that evolution is the secondary effect, … ,
and published a pamphlet defending the
book in terms of theistic evolution, its
title is�������� �����������

Q1:What did Asa Gray do in America?
A1:Asa Gray argued that evolution is the
secondary effect.

Q3:���� ��� ��� ����� �� ��� ��������
��	�����
���	���������������
A3:������������������

(Asa Gray, argued, evolution …)
(Asa Gray, published, a pamphlet)
(a pamphlet, title, Natural …�

Asa Gray

evolution is the 
secondary effect

a 
pamphlet

the book in 
terms of theistic 

evolution
Natural 

Selection

ReassemblerGenerator 

Q2:���� 
�
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�
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match

triples

� !�� �"!��"�#!��#

rewrite

(Asa Gray, published, a pamphlet)
� � � � � �

Generate QA Pairs

Existing QA Pairs

Modified Part in the Rewriter

three principles

defending

publishedargued

title

Rewriter

Q1:What did Asa Gray do in America?
A1:Asa Gray argued that evolution is the
secondary effect

Q2:What did the pamphlet that he
published defend?
A2:the book in terms of theistic evolution

Q3:What was the title of the pamphlet
A3:Natural Selection

Figure 3: Our model overview consists of three main parts: a Single-Turn Candidate Question-Answer Pair, a QA pair Reassembler, and a
Question Rewriter. The input to the model comprises the context and the existing single-turn question-answer pair of the red part. The output
is the multi-turn dialogue rewritten by the Rewriter.

third type of method that converts single-turn datasets to multi-turn
datasets. Next, we will introduce the three modules of the proposed
method, as shown in Figure 3.

2.2 Single-Turn Candidate Question-Answer Pair
Generator

Given a context C in the single-turn dataset, we utilize the RGX [18]
framework to generate a large number of question-answer pairs and
their corresponding credible scores Sl. The scores Sl are denoted as
the QAE loss:

Sl = −(logP (Ist) + logP (Ied)) (6)

where P (I) is the probability of position I in C. Ist and Ied denote
the start and end positions of every answer in the context C, respec-
tively.

To get high-quality generated QA pairs, we evaluate them in terms
of challenge and noise. Different from the RGX framework process-
ing method, with the help of the EM algorithm [18], we divide the
QA pairs into four categories based on the credit scores of their ques-
tions: low, relatively low, medium, and high, respectively. The higher
the level of QA pairs, the more challenging the questions in QA pairs
and the more noisy the answers in QA pairs. The low indicates that
the noise is low, but the challenge is also low. The high indicates that
the challenge is high, but the noise is also high. We filter the low and
high extreme QA pairs and select the remaining.

Since there is a lot of redundancy in the question-answer pairs gen-
erated by this framework, we propose the Improved Union Search al-
gorithm, which merges redundant QA pairs and selects the QA pair
with a medium score as their representative. We consider question-
answer pairs with more than half of the total words repeated as re-
dundant and add them to the redundant set. In the redundant set, the
question-answer pair of the intermediate credit score is regarded as
their representative.

2.3 Knowledge Graph for the Sequential
Question-Answer Pairs

In addition to the existing QA pairs in the single-turn dataset, we have
obtained a large number of generated QA pairs. In this subsection, we
will introduce how to construct a knowledge graph and how to use it
to obtain sequential QA pairs.

2.3.1 Constructing Knowledge Graph from the Context

The knowledge graph is constructed based on structured informa-
tion. To obtain the knowledge graph of a given context, we need
to extract its triples. The current mainstream information extraction
models [29, 30, 31] have shown that the open-source information ex-
traction model is most suitable for the context from an arbitrary do-
main. Inspired by them, we choose the current state-of-the-art model
OpenIE6 [14] to extract triples of the context.

After extracting the triples of each sentence in the context, we re-
alize that they are too complex to obtain the knowledge graph. As
shown in Figure 4, the triples of adjacent sentences are not simply
connected by the same head and tail. Therefore, we propose a Triples

Join Algorithm based on the assumption that the triples of adjacent
sentences are more semantically related. As shown in Figure 4 and
Algorithm 1, we connect triples based on the following three princi-
ples:

• Principle 1 The subject or object between two triples is the same
or contained. For example, the subject or object of triple-A is equal
to or contains the subject of triple-B.

• Principle 2 If there is an unconnected triple in the sentence, we
connect it to an adjacent triple.

• Principle 3 If there is no connected triple between adjacent sen-
tences, we connect the last triple of sentence ci with the first triple
of sentence ci+1.

Context: Some schools can accept both middle and high school
graduates. They do not belong to a specific level of educational
institution, but students can receive formal education here.

��������	
�

��������	
�

��������	


(schools, accept, middle school graduates)

(schools, accept, high school graduates)

(they, do not belong, specific level of …)

(students, receive, formal education )

Figure 4: Example of triple concatenation with the three principles.

B. Li et al. / S2M: Converting Single-Turn to Multi-Turn Datasets for Conversational Question Answering 1367



Algorithm 1 Triple Join Algorithm
Input: C = [s1, s2, ..., sn]
Parameter: s is a sentence of context C. n is the number of sen-
tences in the context C
Output: Knowlege Graph G

1: Initialize Graph G = dict()
2: Initialize Triples T = list()
3: for si in Cn

1 do

4: T .append(OpenIE6(si))
5: end for

6: Intra-Sentence level

/* The index k ranges from 1 to n. And the index i<>j */
7: for tk,i, tk,j in Tk do

8: if tk,i, tk,j satisfy the Principle 1 then

9: connect(tk,i, tk,j)
10: end if

11: end for

12: for tk,i, tk,i+1 in Tk do

13: if tk,i, tk,i+1 satisfy the Principle 2 then

14: connect(tk,i, tk,i+1)
15: end if

16: end for

17: Inter-Sentence level

18: for si, si+1 in C do

19: if si, si+1 satisfy the Principle 3 then

20: connect(Ti,end, Ti+1,start)
21: end if

22: end for

23: connect(A,B) connects the subjects and objects of the triples A
and B. For example, G[sub/obj of A].append(sub/obj of B).

24: return G

2.3.2 Obtaining Sequential QA Pairs from the Knowledge
Graph

After obtaining the knowledge graph representing the information
flow of context, we use OpenIE6 [14] to extract triples from QA pairs
as the primary information. The process of connecting sequential QA
pairs in a coherent conversation can be thought of as performing a
systematic walk over the Knowledge Graph [28]. Based on the ex-
isting knowledge graph and triples, we obtain sequential QA pairs in
two steps.

First, we match QA pairs and the knowledge graph. The nodes in
the knowledge graph correspond to a triple. As shown by the Re-
assembler in Figure 3, we mark the node when the knowledge graph
node is the same as the triple in QA pairs. We match the generated
and existing QA pairs with the knowledge graph, respectively.

Second, we traverse the knowledge graph to obtain sequential QA
pairs. We traverse all nodes from the root node of the knowledge
graph and obtain all continuous masked nodes in order. We replace
the mask nodes with matching QA pairs to obtain all sequential QA
pairs of the context.

2.4 Question Rewriting for CQA

Although the sequential QA pairs have a strong coherence between
them, there is a lack of dialogue style between questions. There-
fore, we convert self-contained questions to questions that depend
on the conversation. We introduce how to rewrite the questions by
the rewriting model in the following two steps.

2.4.1 Obtaining the Questions Rewriting Dataset

Specifically, we build our rewriting dataset R-CANARD based on
CANARD [6]. Given an instance (C,Hc

<t, q
c
t , qt) in CANARD

where qct and qt represent the follow-up question in one conversa-
tion and the self-contained question, respectively. Hc

<t is the list of
(qct , at), representing the historical conversation of qct , and qt is the
rewriting target. According to the task, we construct an instance in
R-CANARD as (C,H<t, qt, q

c
t ), however H<t is the historical con-

versation of qt, qct is our rewriting target.
In traditional question rewriting methods, researchers modify

follow-up questions so that they can be correctly interpreted outside
of the conversational context [1]. Different from them, we reverse the
question rewriting process by converting self-contained questions to
questions that depend on the conversation. We build a new dataset
and train a reverse question rewriting model for this task.

2.4.2 Training the Conversational Question Rewriting
Model

Grounded on each self-contained question, the question rewrit-
ing model generates a follow-up question based on context. Thus,
it should satisfy multiple objectives simultaneously, generating
proper questions and aligning with historical conversations. For-
mally, the Conversational Question Rewriting(CQR) model rewrites
the self-contained question based on context and its history, e.g.
pCQR
q (qct |C,H<t, qt).
Now, we use the CQR model trained on the R-CANARD dataset

to rewrite the questions in the sequential question-answer pairs. As
shown in Figure 5, we give two representative examples. First, we use
pronouns to replace nouns that appear repeatedly between questions.
Second, we omit the unimportant part of the question. Note that the
rewritten questions are more realistic.

Question:What was the title of the pamphlet
published by Asa Gray?
Rewrite:What was the title of the pamphlet?
Answer:Natural Selection

Question:What did the pamphlet that Asa Gray
published defend?
Rewrite:What did the pamphlet that he
published defend?
Answer:the book in terms of theistic evolution

Figure 5: Two types of examples of rewritten questions.

3 Experimental Setup

In this section, we first introduce the datasets and baselines. Then,
we define the evaluation metrics. Finally, we show the details of hy-
perparameters in our model.

3.1 Datasets

To obtain synthetic conversations, we conduct experiments on one
real-world dataset (i.e., SQuAD 2.0) [24]. In the following, we use
SQuAD to represent SQuAD2.0. Note that each instance in SQuAD
contains one context and countless single-turn QA pairs. To evaluate
the effect of synthetic conversations, we train baselines on the recent
CQA benchmark, QuAC [3], which consists of 100k QA multi-turn
pairs. CANARD converts questions in QuAC to self-contained ones
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that can be understood without the conversation. Unlike CANARD,
we construct the R-CANARD dataset, which converts self-contained
questions in CANARD to the follow-up questions.

3.2 Baselines for Synthetic CQA Generation

We introduce solid baselines for synthesizing CQA datasets and
compare them with our method. Due to the scarcity of previous work,
we choose representative generation methods RGX and SIMSEEK as
our baselines.

• RGX This model is proposed by Luo [18], one of the dominant
frameworks in single-turn QA tasks. Compared with the tradi-
tional QA generation model, it leverages a self-training technique
to improve the performance of both question generation and an-
swer extraction.

• SIMSEEK The model proposed by Kim [13] is the previous state-
of-the-art method for synthesizing CQA datasets. Compared with
RGX, it considers the conversation history when generating QA
pairs.

After building these synthetic conversations, we will use three differ-
ent backbone architectures, ROBERTA-large, ElECTRA-large ,and
DEBERTA-large, to verify the effectiveness of our method compre-
hensively.

3.3 Evaluation Metrics

Two metrics are used to evaluate answer span prediction in the QuAC
task: word-level F1 and human equivalence score (HEQ). The former
measures the overlap between the predicted and actual spans while
ignoring stopwords. The latter measures the percentage of examples
for which the model’s F1 score is higher than the average human F1
score. HEQ has two versions, HEQ-Q and HEQ-D. HEQ-Q calcu-
lates the percentage of questions for which the model’s predictions
exceed the human assessment, while HEQ-D calculates the percent-
age of conversations in which all questions exceed the human assess-
ment.

3.4 Implementation Details

We train Pre-trained Language Models (PLMs) in the following two
stages. During training, we found that the order of training on the
synthetic conversation and QuAC dataset affects the final results. The
later the training order of QuAC is, the better the experimental results
will be. Therefore, we first train PLMs on synthetic conversation, fol-
lowed by the QuAC dataset. We report both the intermediate and final
results, which correspond to the performance in the unsupervised and
supervised environments, respectively.

3.4.1 Hyperparameters

In the experiments, the max sequence length of questions is set to 128
and the answer length is set to 64. The stride of the sliding window
for splitting documents is set to 128. The batch size is set to 16.
The model is optimized using Adam, and we set the learning rates to
1e - 6, 1e-5, and 1e-5 for ROBERTA, ELECTRA, and DEBERTA,
respectively. The random seed is always set to 42. In the inference
process, we use beam search to predict the end position based on the
start position, and the beam size is 5. All the other hyper-parameters
are the same as reported in the corresponding papers. We run our
experiments on 4×A100 GPUs. Training our models on synthetic
conversations and the QuAC dataset takes about 12 hours.

To compare fairly with the previous best performance model SIM-
SEEK, we also employ another CQA dataset, CoQA, as an additional
training resource. Without special instructions, we add the CoQA
dataset when training by default.

Table 1: Statistics of datasets. We record the number of conversations,
questions, and their domains in the dataset.

Dataset Domain Dialogs Ques.
Existing single-turn QA

SQuAD Wikipedia 107K
Existing multi-turn QA

QuAC Wikipedia (People) 13K 98K
CoQA 7 sub-domains 13K 127K

Generated datasets

RGX Wikipedia 234K
SIMSEEK Wikipedia 213K 2.1M
S2M Wikipedia 19K 342K

4 Main Results

In this section, we introduce the construction process of synthetic
conversations S2M and compare results with other datasets. Then, we
conduct experiments on two datasets of the QuAC benchmark. First,
we test the S2M dataset on three backbones and compare the results
with other generated datasets on the QuAC validation set. Second,
we test the S2M dataset on the QuAC benchmark test set.

4.1 Dataset Construction

Given the dataset SQuAD, we use our method to generate conver-
sations based on the context and single-turn QA pairs. Specifically,
we generate conversations until the twelfth turn or meet the termina-
tion condition. The termination conditions include the discontinuity
of QA pairs and more than three unanswerable questions in one con-
versation. Table 1 shows the overall statistics of S2M and its compar-
ison with other datasets. It can be seen that the dataset we generated
is only one-seventh of the SIMSEEK dataset.

Table 2: The results of the S2M dataset on different Pre-trained Lan-
guage Models (PLMs) in QuAC. The experimental evaluation in-
cludes two settings: unsupervised, which means only fine-tuning
in S2M, and supervised, which means additional fine-tuning in the
QuAC training set.

Unsupervised Supervised

Models F1 HEQ-Q HEQ-D F1 HEQ-Q HEQ-D

ROBERTA 12.6 2.6 0.1 73.4 69.5 13.1
ROBERTA+S2M 48.0 41.2 1.5 74.5 71.6 15.4
ELECTRA 11.1 1.8 0.1 74.5 71.4 14.8
ELECTRA+S2M 58.7 51.1 3.0 75.6 72.9 14.8
DEBERTA 13.2 2.5 0.0 74.7 72.0 14.7
DEBERTA+S2M 59.2 51.5 3.0 76.4 73.5 16.2

4.2 Results on QuAC

We train PLMs on the S2M dataset and the QuAC dataset. Table 2
shows the results of the two-stage experiments on the QuAC devel-
opment set. In the first stage, we trained on synthetic conversations,
and the results showed that the performance of PLMs in the unsuper-
vised setting was significantly improved. Specifically, through S2M,
the DEBERTA’s performance gap between the unsupervised setting
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and fully supervised setting is 15.5, which shows the authenticity
of the synthetic conversations. In the second stage, we further fine-
tuned models on the QuAC dataset, and the results showed that all
PLMs increased by 1.3 on average, proving the generalizability of
our method. Among all PLMs, DEBERTA performs the best, second
only to ELECTRA.

Under the DEBERTA backbone, we further compare our gen-
eration method with other generation methods. Table 3 shows the
performance of DEBERTA trained on the resulting datasets. While
other methods can improve performance, there are some limita-
tions compared to our method. DEBERTA-RGX shows the low-
est performance. It implies the difficulty of directly extending gen-
erated single-turn QA methods to CQA. Adopting CQG modules
that consider historical conversations (DEBERTA-SIMSEEK) im-
proves CQA performance by more than 1.5 F1 scores. This indi-
cates that understanding conversational questions is crucial for im-
proving CQA performance. Although S2M is only one-seventh the
size of the SIMSEEK dataset, DEBERTA-S2M achieves the high-
est score when considering both single-turn QA and conversational
context. Specifically, DEBERTA-S2M outperforms the DEBERTA-
SIMSEEK in terms of F1/HEQ-Q/HEQ-D, indicating that it is par-
ticularly effective for CQA despite the smaller dataset size.

Table 3: Comparison of Automatic Generation Datasets on the QuAC
Dataset.

Models F1 HEQ-Q HEQ-D

DEBERTA 74.7 72 14.7
DEBERTA-RGX 74.9(↑ 0.2) 72.1 14.1
DEBERTA-SIMSEEK 76.2(↑ 1.5) 73.5 15.4
DEBERTA-S2M 76.4(↑ 1.7) 73.5 16.2

4.3 Official leaderboard results on QuAC

QuAC challenge provides a hidden test set. Table 4 displays the
span prediction results of all baselines and our model. From this, we
can see that our model DEBERTA-S2M outperforms the previous
best performance model CDQ-DEBERTA and achieves new state-
of-the-art performance on all three metrics. From the leaderboard re-
sults, we observe that the top-ranking models mainly use advanced
pre-trained models and consider historical information. For exam-
ple, CDQ-DEBERTA boosts the F1 score of ROR from 74.9 to 75.8
with the help of DEBERTA. Compared to BiDAF++, BiDAF++w/
2-Context incorporates two turns of previous dialog history and sig-
nificantly improves the performance of BiDAF++. We are the first to
use generation datasets to help the CQA task and achieve success.

5 Analysis

5.1 Qualitative Analysis

5.1.1 S2M is essential for data augmentation in the CQA
task.

Table 5 records the data augmentation results on the single-turn
SQuAD, multi-turn CoQA, and S2M datasets. Here S2M does not
contain the CoQA dataset, only for generating data. Although their
contexts are all sourced from Wikipedia, the results are pretty dif-
ferent. In contrast, CoQA has a better boost than SQuAD. This is
because both CoQA and QuAC are multi-turn conversation datasets.
This situation illustrates the advantages of converting a single-turn
dataset to a multi-turn dataset. On the other hand, CoQA is not as

Table 4: DEBERTA-S2M Model Ranking on the QuAC Benchmark
Test Set.

Models F1 HEQ-Q HEQ-D

Human 81.1 100 100
DEBERTA-S2M 76.3 73.6 17.9

CDQ-DEBERTA 75.8 73.1 15.9
AERmodel 75.2 72.5 16.5
RoR 74.9 72.2 16.4
EL-QA 74.6 71.6 16.3
HistoryQA 74.2 71.5 13.9
TR-MT 74.4 71.3 13.6
HAM 65.4 61.8 6.7
HAE 62.4 57.8 5.1
BiDAF++ w/ 2-Context 60.1 54.8 4.0
BiDAF++ 50.2 43.3 2.2

effective as S2M. This might be caused by the distribution shift be-
tween them and the target dataset, such as the shorter answer length
of CoQA. Our method can be one of the solutions to mitigate the
shift and provide further improvements. Furthermore, our method is
a model-agnostic framework where all QG models can be adopted as
a generator for obtaining conversation datasets.

Table 5: Comparison of the Existing Datasets on the QuAC Dataset.

Models F1 HEQ-Q HEQ-D

DEBERTA-Large 74.7 72 14.7
+ SQuAD 74.9(↑ 0.2) 72.1 14.1
+ CoQA 75.1(↑ 0.4) 72.4 15.2
+ S2M 75.6(↑ 0.9) 72.8 15.8

5.1.2 Conversations in S2M are more relevant and
coherent.

In Table 6, we compare the generated dialogues obtained by vari-
ous methods with QuAC. These data show similarities in the token
lengths of questions and answers. In contrast, S2M achieves higher
scores at the word level f1, which measures how many words in the
current and historical responses are reused in the current question,
respectively. From the results, on the one hand, the question and an-
swer in a QA pair from S2M are more correlated; on the other hand,
the dialogue in S2M has better coherence.

Table 6: Statistical Analysis of Generated Datasets: A Comprehensive
Study

QuAC Methods
SIMSEEK S2M

tokens / question 6.5 8.3 9.6
tokens / answer 12.6 14.6 15.3
F1 of (qt, at) 5.8 7.3 33.4
F1 of (qt, a0:(t−1)) 5.6 8.6 10.8

5.2 Human Evaluation

In this section, we conduct a human evaluation to detect the quality of
synthetic conversations. Specifically, we employ in-house annotators
to assess the quality of follow-up QA pairs.

We hired five annotators to score the QA pairs of S2M and SIM-
SEEK, QuAC and S2M according to the four metrics inspired by
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SIMSEEK [13]. We let the annotators select 800 contexts from each
dataset, obtaining about 5000 QA pairs. Samples were repeatedly
scored by two annotators on the four metrics. The four metrics are
detailed below:

• Overall adequacy represents how adequate the QA pair is for
continuing the conversation.

• Informativeness represents the amount of new information the
question is trying to gather.

• Context relevance represents how relevant the question is to the
given context.

• Answer accuracy represents whether the answer is accurate for
the question.

Figure 6 compares S2M with other datasets using these metrics.
We found that they are similar in informativeness. However, our
method has better results in the remaining three metrics.

43%

45%

47%

33%

25%

31%

�� ��� ��� ��� ��� ����

Overall Adequacy

Informativeness

Context Relevance

Answer Accuracy

S2M vs. SIMSEEK

��� ����	
� ������

46%

41%

43%

30%

29%

35%

�� ��� ��� ��� ��� ����

Overall Adequacy

Informativeness

Context Relevance

Answer Accuracy

S2M vs. HUMAN

��� ����	
� ���
�

Figure 6: Human Evaluation of S2M, SIMSEEK, and QuAC
Datasets: Comparing Overall Adequacy and Additional Metrics.

5.2.1 S2M benefits from the knowledge graph structure;
they are more adequate.

Higher overall adequacy and context relevance have been observed
in S2M. This is due to our context-based knowledge graph structure.
It ensures that the conversation is advanced step by step according to
context. In contrast, SIMSEEK relies entirely on pre-trained models
and lacks guidance information, resulting in a break from context;
QuAC requires concise responses, which seems relatively less en-
thusiastic. Therefore, our synthetic conversations are selected more
frequently in terms of overall adequacy and context relevance.

5.2.2 Conversations from S2M are reviewed as more
accurate even than humans.

Furthermore, annotators conclude that S2M has higher accuracy. As
shown in Figure 6, S2M is highly interactive between the answer and

the current question, which makes it considered more helpful and
communicative by annotators.

In summary, our method successfully generates accurate QA pairs
in each turn, which are more adequate.

6 Related Work

Conversational Question Answering. With the release of large-
scale CQA benchmarks [3, 26], more and more researchers are study-
ing this challenging task. At the beginning, researchers made struc-
tural improvements [2, 12, 22, 32, 33], such as adding historical dia-
logues and cutting the context to obtain answers [22]. With the pop-
ularity of large-scale pre-trained language models [4, 10, 17], more
researchers used pre-trained language models and data augmenta-
tion methods, such as ROR [33]. Later, due to the limited data scale,
researchers automatically generate data to help the model learn ex-
ternal knowledge. Our method starts from the third paradigm and
automatically generates data [13, 18], improving model performance
and reducing labor costs.

Data Augmentation. In the CQA task, there are two types of data
augmentation. The first method uses existing datasets [15, 25, 26] for
data augmentation. This method is limited by data scale and distribu-
tion shift of the existing datasets [33]. Directly using single-turn and
multi-turn datasets will reduce task performance [18, 13]; the second
method generates datasets for the target task. However, the work is
rare, and only SIMSEEK [13] has studied the field. They generate
multi-turn conversation datasets. Unlike their methods, we convert a
single-turn dataset to a multi-turn dataset. We consider both single-
turn QA and dialogue contexts.

Conversation Question Rewrite. Question rewriting(QR) tech-
nology has been successfully applied in various fields, such as
question integration, question optimization, and question expan-
sion [7, 20, 27]. More recently, QR has been shown to be helpful
in the field of conversational question answering [1, 9]. QR was first
introduced to the CQA task by Elgohary, and they released the CA-
NARD dataset [6], which provides rewrites for the conversational
questions from the QuAC dataset. Unlike CANARD, we try to apply
QR to the conversational data generation task and propose the con-
versation question rewriting task, which rewrites the self-contained
question as a question that depends on the conversation.

7 Conclusion

In this paper, we discussed the shortcomings of existing datasets
for data augmentation in the field of conversation question answer-
ing. To solve these problems, we proposed a method of converting
single-turn datasets to multi-turn datasets. Using this method, we
constructed a high-quality S2M dataset and verified its performance
on the validation set and test set of the public dataset QuAC. Notably,
we ranked 1st in the QuAC benchmark. Finally, we compared our
generation method with the previous state-of-the-art method from
the qualitative analysis and human evaluation perspective. The re-
sults showed that our synthetic conversations have better results in
terms of answer accuracy, context relevance, and overall adequacy.
A potential research direction is to jointly optimize all components
of the proposed method.
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