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Abstract. Novel object captioning task aims at describing objects
that are absent from training data. Due to the scarcity of novel ob-
jects, it’s challenging to find a way to utilize external data to im-
prove model’s reasoning ability. While previously designed methods
all follow deep learning approach, we boost novel object caption-
ing by incorporating reasoning with traditional deep learning frame-
work. We design a manual from dictionaries that provides our model
with sufficient and accurate external information on novel objects.
We propose Manual-guided Context-aware Novel Object Caption-
ing model (MC-NOC) that utilizes image and caption context to
generate novel object captions. It contains a Manual-Guided Novel
Object Reasoning module to reason about novel objects based on
other objects of the given image and a Caption Reconstruction mod-
ule to incorporate novel objects into generated captions according to
caption context. We validate MC-NOC with state-of-the-art perfor-
mance on the challenging Held-out COCO and Nocaps dataset, lead-
ing their leaderboard. In particular, we improved the CIDER metric
by 6.4 points on the held-out coco dataset. Comprehensive experi-
ments demonstrate our model’s reasoning capability and the quality
of generated captions.

1 Introduction

Image captioning is an essential task that describes image content,
holding the potential to advance human-computer interaction and
image comprehension. Deep learning approaches have demonstrated
the ability to learn from large volumes of data and generate precise
captions. However, they encounter challenges when attempting to
caption novel objects absent from training sets. Examples of these
objects include charging piles, robot vacuums, and drones, which are
new products or expressions in fast-growing industrial fields lack-
ing annotated labels, making them difficult for models to caption. To
address this challenge, the novel object captioning task has been in-
troduced, which aims to efficiently obtain visual information from an
image and align it with corresponding linguistic descriptions of the
novel object.

Currently, there are three main approaches to novel object cap-
tioning task. The first approach involves using pre-trained mod-
els [16, 36, 21, 25, 30, 31] that align each word representation
with corresponding object representation in a common space, fa-
cilitating the mapping of novel objects to their descriptions. While
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Figure 1: An example illustrating how we integrate knowledge-based
reasoning into novel object caption process.

these models can caption objects in general scenarios, they still re-
quire adaptation for specific domains or datasets to achieve better
performance. The second approach is partially supervised training
[6, 8, 4], which uses object features from object detection datasets
to enhance original images in image caption datasets. The third
approach involves utilizing pre-trained object detectors to identify
novel objects, which are then incorporated into generated captions
[33, 7, 9, 32, 13, 11, 22, 24, 34, 32, 3, 14]. Object detection datasets
directly influences the accuracy of captions produced by the latter
two methods. These approaches skip the role of other objects in the
image, which could serve as essential cues when predicting novel
objects. Therefore, we aim to incorporate caption context to improve
our model’s robustness and generalizability.

We gain inspiration from human reasoning process. Humans lever-
age prior knowledge to reason about unfamiliar objects based on
other objects in the scene. As illustrated in Figure 1, when encoun-
tering a flying plate-shaped craft in the sky with a man in a space-
suit, humans can recognize it as a UFO and generate corresponding
captions. Unlike reciting descriptive sentences, humans remember
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objects in context with other objects, as if using a manual that lists
objects and their relationships to one another. This knowledge can
bridge the gap between familiar and novel objects, enabling effective
reasoning. Recent studies [10] have shown that incorporating reason-
ing into deep learning models can improve their efficiency, general-
izability, interpretability, robustness, and adaptability to real-world
scenarios. The difficulties of incorporating reasoning into novel ob-
ject captioning tasks are as follows: first, how to combine explicit
knowledge reasoning process with implicit deep learning framework,
then how to integrate reasoned results in caption context.

Our approach utilizes visual and linguistic contextual information
extracted from a deep learning framework and a manual construct
of objects and their relations. We perform unsupervised knowledge
reasoning via Conditional Random Fields (CRF) to obtain the prob-
ability distribution for each novel object across all object categories.
The location of novel object within each caption is determined based
on linguistic contextual information. We then modify the following
context to fit novel object. As a result, our approach generates cap-
tions that not only include novel objects but are also fluent and con-
textually relevant.

We propose a Manual-guided Context-aware Novel Object Cap-
tioning model (MC-NOC) for knowledge reasoning and caption gen-
eration. MC-NOC consists of a Manual-Guided Novel Object Rea-
soning module (M-NOR) and a Caption Reconstruction (CR) mod-
ule. M-NOR module extracts objects visual feature, and refer to the
manual to reason possible novel objects based on other objects in the
image context. CR module calculates position attention according to
caption context to determine the most appropriate position for each
novel object and generate coherent captions. In this case, our model
utilizes context information from both vision and language modality
to reason richer and more accurate novel object captions. In sum-
mary, our contributions are as follows:

• Provide a novel solution for novel object captioning tasks that in-
tegrates knowledge-based reasoning into traditional deep learning
framework.

• Design a MC-NOC framework to reason about novel object cap-
tions with a structured manual and contextual information.

• Extensive experiment results demonstrate that our MC-NOC
model outperforms state-of-the-art methods in terms of accuracy
and coherence.

Caveat: Our manual plays a critical role in our approach by pro-
viding the model with necessary knowledge to reason about novel
objects. To ensure that our manual contains accurate and sufficient
knowledge, we utilize dictionaries as our knowledge sources. We em-
ploy a triplet parser that identifies triplets from example sentences of
dictionaries. Our manual can be updated online during training. With
these triplets, we are able to create a straightforward and easily ac-
cessible manual for our model to consult.

2 Related work

In the past few years, the problem of novel object captioning has been
proposed and rapidly developed [25]. Our work is related to novel
object captioning methods that leverage external data to describe ob-
jects unseen during training phase. In general, there are three ap-
proaches to handling novel object caption task.
Pre-training approaches: Pre-training approaches use external vi-
sual and language data that contain potential information about novel
objects, allowing models to acquire novel object captioning ability.

NOC model [30] proposes minimizing a joint objective that can learn
from these diverse data sources and leverage distributional semantic
embeddings. NOC-REK [31] utilizes a large amount of natural lan-
guage data for pre-training and views object detection process as re-
trieval from a dictionary The following models pre-train large-scale
vision language transformers models and fine-tune the pre-trained
model to adopt downstream tasks. Among them, OSCAR [21] uses
object labels detected from images as anchor points in the learn-
ing process of semantic alignment between text and images. VinVL
[36] designed a new target detection model for better visual features.
VIVO [16] model was pre-trained using image-tag to align semantic
tags with regional features of the image. The pre-trained approach
performs well on generic datasets, but for specific scenarios, addi-
tional data is needed for fine-tuning.
Partially-supervised approaches: Partially-supervised approaches
use object features from object detection datasets to reform the orig-
inal image, thereby providing a much wider variety of object classes.
In order to improve the generalizability of image caption models,
PS3 [4] employs labels and objects of each image solely to generate
its description. FDM-net [8] leverages external object features to de-
form and amplify the training data. PS-NOC [6] utilizes the context
within existing image-caption pairs to generate pseudo-label descrip-
tions for novel objects. These methods still face difficulties in gen-
erating descriptions of novel objects that are not included in object
detection datasets.
Object detector approaches: Object detector approaches use an ob-
ject detector pre-trained on object detection datasets that can identify
a greater number of objects and incorporate them into captions. CBS
[3] and Region Selector [7] use the output of object detector to re-
strict generated captions. LSTM-C [35] and LSTM-P [22] incorpo-
rate novel objects into captions using a copy mechanism. NBT [24]
and ZSC [11] generate a sentence template that is filled with visual
concepts to form captions. DNOC [34] and SNOC [33] generate sen-
tences that contain placeholders and use a key-value object memory
to retrieve words through querys. CRN [13] is a method that replaces
an incorrectly identified object in the generated caption with a novel
object. ECOL-R[32] uses copy networks and reinforcement learning
methods to integrate novel objects into sentences. It should be noted
that these approaches rely solely on the object detector as external
knowledge. Therefore, the accuracy of the novel object description
depends on the object detector’s accuracy.

To improve the model’s accuracy, some models use external visual
or linguistic knowledge in addition to object detectors to help de-
scribe novel objects. ANOC [9] incorporats human attention features
that capture essential information. DCC [14] leverages large object
detection datasets and external text corpora to transfer knowledge
between semantically similar concepts. [28] expands the vocabulary
for captioning by using word embeddings of novel objects estimated
from a small number of image features.

Although these approaches can describe a certain range of novel
objects, we aim to enhance the novel object captioning method fur-
ther by incorporating knowledge-based reasoning and leveraging
manual knowledge from dictionaries to improve the quality and co-
herence of the generated captions.

3 Proposed Method

3.1 Framework

The MC-NOC model is composed of three modules: Manual-Guided
Novel Object Reasoning (M-NOR), Template Generation, and Cap-
tion Reconstruction (CR), illustrated in Figure 2. Given an input
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Figure 2: This is the framework for MC-NOC. Manual-Guided Novel Object Reasoning module (M-NOR) utilizes image features and manual
knowledge to predict objects and their relationships. Object labels are updated using CRF during context-aware reasoning. Visual features are
then inputted into an encoder-decoder Template Generation module. The Caption Reconstruction (CR) module uses encoder image patches
and decoder hidden states to predict the position of each novel object. During inference, we replace novel objects according to predicted
positions in caption templates and reconstruct output caption S.

image I , M-NOR module takes in region features B and position
features G to make object reasoning and relation reasoning to pre-
dict class labels c. Template Generation module employs UpDown
framework [5] to generate template caption, denoted as Stg . Note
that other image caption frameworks can also be compatible. Using
CR module, we modify template captions to include novel objects.
This module takes image patches vp and decoder hidden states h as
inputs and uses a position attention mechanism to predict positions
of novel objects in corresponding caption. During inference stage,
we refer to the novel object and its position to reconstruct template
caption Stg , generating the final output caption S.

To ensure the accuracy and completeness of the external knowl-
edge, we extract knowledge from example sentences in dictionar-
ies for general settings and collect corresponding corpora for spe-
cific scenarios. We use a triplet parser [37] to extract subjects, rela-
tions, and objects from example sentences, then combine them into
triplets 〈subject, relation, object〉. In the process of reasoning, we
increase the probability of object pairs that have the predicted rela-
tionship in the manual.

3.2 Manual-Guided Novel Object Reasoning

We investigate the use of knowledge-based reasoning to identify
novel objects in conjunction with other objects in an image. By lever-
aging image context information and manual knowledge, we aim to
improve the performance of novel object captioning.

To achieve our objective, we utilized the widely used object de-
tector, Faster R-CNN, to extract object region feature B and posi-
tion feature G. It should be noted that other detectors or image en-
coders could also be compatible with our approach. Specifically, Ob-
ject Reasoning block takes object region feature B as input to predict
the class of each object individually. The probability of class label c
given by region B is represented by θ(ci|Bi). On the other hand,
Relation Reasoning block takes paired regions (Bi, Bj) as input to
jointly predict class labels according to relation information provided
by manual. The joint probability of paired class labels ci and cj given

regions Bi and Bj , is represented by φ(ci, cj |Bi, Bj). Finally, we
leveraged two characteristic equations of object reasoning and rela-
tion reasoning to perform context-aware reasoning with Conditional
Random Fields (CRF) [12]:

P (cN |BN ) =
∑

i

θ(ci|Bi) +
∑

i �=j

φ(ci, cj |Bi, Bj). (1)

Specifically, we use a fully connected layer in Object Reasoning
block to reason class probability:

Pc(ci) = softmax(WBi), (2)

where W is a weight matrix. Thus, the potential of individual class
label is given by

θi(ci) = logPc(ci|Bi). (3)

The manual records objects and their relationships in a triplet format.
Relation Reasoning block increases the probability of paired objects
recorded in manual with an indicator function δ. Let rk be the like-
lihood of the relation between two objects, δ(rk; ci, cj) represents
the triplet indicator to judge whether 〈ci, rk, cj〉 is reasonable in the
current scene. Moreover, based on [15], we use tη to embed the po-
sition feature of two objects gij into high-dimensional relation space
to generate relation potential:

L(rk;Bi, Bj) = MLP (tη(gij)). (4)

Thus, the binary potential is given by:

φ(ci, cj |Bi, Bj) =
∑

k

δ(rk; ci, cj)L(rk;Bi, Bj). (5)

Since novel objects could be incorrectly identified or undetected by
Faster R-CNN, we add a position on the CRF chain for novel object
and take image feature as its region feature Bi.

To train the CRF in Context-aware Reasoning block, we utilize a
loss function based on pseudo-likelihood, which calculates the like-
lihood of each object class given ground truth of other class labels.
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During training, we extract ground truth labels of each novel object
from caption annotations. The objective of the training process is to
minimize following loss function Lnor . Here, c∗i represents ground
truth label of Bi, while c∗\i denotes ground truth labels of other re-
gions in the image:

Lnor = −
∑

i

logP (c∗i |c∗\i), (6)

where

P (c∗i |c∗\i) =
exp

∑
j �=i[θi(c

∗
i ) + φij(c

∗
i , c

∗
j ) + φji(c

∗
j , c

∗
i )]∑

c exp
∑

j �=i[θi(c) + φij(c, c∗j ) + φji(c∗j , c)]
. (7)

3.3 Caption Reconstruction

Caption Reconstruction module is designed to integrate identi-
fied objects into template captions based on contextual information
present in template captions. Directly inserting a novel object into
the template caption, or replacing a novel object with an existing ob-
ject in the caption, can result in poorly constructed sentences that are
difficult to comprehend. To overcome this challenge, we leveraged
contextual information in the encoder-decoder architecture to iden-
tify the most appropriate position in the sentence to introduce novel
object. Then, we generated a smooth context based on novel object
and content present above, ensuring that output caption S is both
accurate and comprehensible.

Intuitively, description information of a novel object is often im-
plied in the context of its caption, and novel objects are characterized
with low confidence detected by Faster R-CNN. To leverage these
features, we compute position attention scores between the caption
words and image patches. Empirically, we figure that novel objects
are more likely to appear when the corresponding word’s position
attention score is high, but object confidence in the corresponding
image patch is low. We identify such positions in the caption as the
likely locations where novel objects should be located.

Specifically, the encoder in Template Generation provides image
patches vp of each image and Faster R-CNN detector provides con-
fidence sc for each image patch. We use decoder hidden state h to
query image patch feature vp. Thus we can get the attention score for
each image patch:

Ap = atten(h, vp). (8)

Since novel object is more likely to be in a place where object confi-
dence is low and patch attention is high. The possible position sp of
a novel object in the caption is given by:

sp = softmax((1− sc)×Ap). (9)

Given ground truth novel object position s∗p, we minimize the fol-
lowing binary cross-entropy loss for all positions Ptotal:

Lcr = −
Ptotal∑

p=1

s∗p log sp + (1− s∗p) log(1− sp). (10)

Similarly, we calculate cross-entropy loss of Template Generation
model. Given a ground truth sequence of length T denoted as y∗

1:T ,
the loss can be expressed as:

Ltg = −
T∑

t=1

logP (yt|y∗
1:t−1). (11)

By summing the loss of Template Generation module Ltg , M-
NOR module Lnor , and CR module Lcr with corresponding bias
btg, bnor, bcr , we obtain the loss L of MC-NOC:

L = btgLtg + bnorLnor + bcrLcr. (12)

After training, we feed novel objects according to their positions
into the beam search decoding process to reconstruct captions. Posi-
tion attention guarantee that novel object in this position is consistent
with the former context’s semantics. We replace novel objects with
their corresponding positions. The following context is generated ac-
cording to novel object in beam search process. This guarantees that
the reconstructed caption can appropriately describe novel objects
and solves the problem of caption incoherency.

4 Experiments

4.1 Dataset and Evaluation Metrics

Datasets. We compared our MC-NOC model with state-of-the-art
approaches on two public datasets specifically designed for the novel
object captioning task: the Held-out COCO dataset [14] and the No-
caps dataset [1]. The Held-out COCO dataset is a subset of the MS
COCO dataset [23]. It comprises 70,194 fully paired data instances
that exclude image-caption pairs describing any of eight novel ob-
ject types: bottle, bus, couch, microwave, pizza, racket, suitcase, and
zebra. The Nocaps training set consists of image-caption pairs from
the MS COCO dataset as well. Moreover, Nocaps provides 166,100
human-generated captions describing 15,100 images from the Open
Images dataset [19].It contains 600 image classes, including 119 in-
domain classes that frequently appear in the MS COCO dataset, and
the rest are out-domain classes. Captions containing both in-domain
and out-domain classes are referred to as near-domain captions.
Evaluation metrics. To evaluate the quality of generated captions,
we utilized three metrics: CIDEr [29], METEOR [20], and SPICE
[2]. CIDEr measures the similarity between reference captions and
generated outputs using TF-IDF weighted n-gram overlap. METEOR
focuses on aligning words in the reference captions with generated
outputs. SPICE is based on scene graphs matching between words
in reference sentences and generated outputs. A higher score in any
of these metrics indicates better performance of the model in gener-
ating accurate, diverse, and informative captions that describe novel
objects in the image. We also evaluated F1-score of generated novel
objects in both datasets to measure the accuracy and recall of gen-
erated novel objects. This evaluation helps to ensure that our model
correctly identifies novel objects.

4.2 Implementation Details

We utilized UpDown baseline [5] as Template Generation mod-
ule. To ensure a fair comparison, we employed the commonly used
Faster R-CNN as Feature Extractor, which was pre-trained on Visual
Genome dataset [27].

Our manual contains both in-domain and out-domain objects from
the Held-out COCO and Nocaps datasets. To construct the man-
ual, we collected raw illustrative sentences from Wiktionary and VG
training set [17]. We then used a triplet parser to extract triplets con-
taining novel objects. To ensure the relevance of extracted triplets,
we filtered them by selecting the 70 most frequently occurring rela-
tions. This process resulted in a manual containing 331 objects. Due
to the scarcity of novel objects in training set, we randomly masked
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Table 1: Evaluation results on the Nocaps dataset.

Method
Validation set Test set

in-domian near-domian out-domian Overall in-domian near-domian out-domian Overall
CIDEr SPICE CIDEr SPICE CIDEr SPICE CIDEr SPICE CIDEr SPICE CIDEr SPICE CIDEr SPICE CIDEr SPICE

NBT [24] 62.3 10.3 61.2 9.9 63.7 9.1 61.9 9.8 63.0 10.1 62.0 9.8 58.5 8.8 61.5 9.7
UpDown [5] 78.1 11.6 57.7 10.3 31.3 8.3 55.3 10.1 74.3 11.5 56.9 10.3 30.9 8.1 54.3 10.1
UpDown+ELMo [26] 79.3 12.4 73.8 11.4 71.7 9.9 74.3 11.2 76.0 11.8 74.2 11.5 66.7 9.7 73.1 11.2
VIT-GPT2 [18] 78.2 12.0 64.1 11.1 69.4 10.0 75.0 11.4 73.7 12.0 64.0 11.1 43.2 9.4 61.5 10.9
ANOC [9] 85.8 11.8 78.9 11.6 73.0 9.7 78.7 11.2 82.0 11.9 77.4 11.6 68.3 10.0 76.4 11.4
MC-NOC 87.1 12.0 79.5 11.8 73.3 10.1 79.3 11.4 85.1 12.3 78.5 11.7 69.5 10.0 77.7 11.5

Table 2: Evaluation results on the Held-out COCO dataset.

Method Avg. F1-score SPICE METEOR CIDER

DCC [14] 39.8 3.4 21.0 59.1

NOC [30] 48.8 - 21.4 -

NBT [24] 48.5 15.7 22.8 77.0

CBS [3] 54.0 15.9 23.3 79.9

DNOC [34] 57.9 - 21.6 -

ZSC [11] 29.8 14.2 21.9 -

LSTM-P [22] 60.9 16.6 23.4 88.3

CRN [13] 64.1 - 21.3 -

ANOC [9] 64.3 18.2 25.2 94.7

SNOC [33] 60.1 - 21.9 -

MC-NOC 66.5 20.9 28.1 101.1

off 10 in-domain object classes as novel objects during training to
improve the generalization ability of our MC-NOC model.

During training, we trained Template Generation module with
SGD optimizer, while Manual-Guided Novel Object Reasoning and
Caption Reconstruction modules were trained with Adam optimizer
and a Lambda learning rate scheduler. Let Niter be the total number
of iterations, and the learning rate of each iteration is given by:

lrλ =
1− niter

Niter
. (13)

We initialized the learning rate for each module to 0.0005, with
loss bias btg = 0.05, bcr = 1, and bnor = 0.5. Following Nocaps
baseline [1], we trained our model for Niter = 70, 000 with a batch
size of 50, and set beam size to k = 5 during test time. It takes
approximately 5 hours to train our MC-NOC with a GTX-3090 GPU.

4.3 Quantitative Evaluation

Result on the Held-out COCO dataset. We compared MC-NOC
with state-of-the-art models on Held-out COCO dataset, to validate
accuracy and quality of the generated caption. These approaches
can be divided into four categories: DCC [14] and NOC [30] trans-
fer knowledge from unannotated text corpora to generated captions.
ANOC [9] and SNOC [33] adopt external visual information to en-
hance model’s novel object recognition ability. NBT [24], DNOC
[34], CRN [13], ZSC [11] and LSTM-P [22] design template based
method to incorporate novel objects into captions. NBT, DNOC,
CRN, CBS [3] adopt pre-trained object detectors to predict novel
objects. For a fair comparison, we apply the same Faster R-CNN
detector and CBS [3] method on all compared models. We use F1-
score, SPICE, METEOR, and CIDEr metrics to measure how well
MC-NOC can recognize and describe the novel object in the im-
age. As shown in Table 2, our model outperforms the state-of-the-art

methods in F1-score, SPICE, METEOR, and CIDEr metrics on Held-
out COCO dataset. Particularly, our MC-NOC method outperforms
ANOC by 2.2 points in F1-score, 2.7 points in SPICE, 2.9 points in
METEOR, and 6.4 points in CIDEr. The average F1-score demon-
strates that our method can improve the accuracy of predicted novel
objects. Having a higher score in SPICE, METEOR, and CIDEr met-
rics indicates that the quality of our generated sentences has also been
improved.
Result on the Nocaps dataset. We compare MC-NOC with the fol-
lowing state-of-the-art models on Nocaps dataset, including NBT
[24], UpDown [5], UpDown+ELMo [26], VIT-GPT2 [18] and
ANOC [9]. As mentioned earlier, we applied the same CBS method
to all the compared models to ensure a fair comparison. Our model
outperformed all other state-of-the-art approaches on 14 out of 16
evaluation metrics, as shown in Table 1. Although MC-NOC did not
surpass the SPICE score of the pre-trained models UpDown+ELMo
and VIT-GPT2 on the in-domain validation set, we believe this may
be attributed to data bias arising from the small validation set size.
Nonetheless, MC-NOC surpassed all other models in other metrics.
This result is noteworthy as the Nocaps dataset comprises a more
diverse range of novel objects, demonstrating that our model can im-
prove the quality of novel object descriptions in a wider range of
scenarios. Remarkably, our model achieved a 1.2 point improvement
over ANOC on the out-domain Nocaps test set.

Table 3: Evaluation of novel object reasoning ability.

Method out-domain Overall
Accuracy Recall F1 Accuracy Recall F1

UpDown [5] 8.5 11.6 9.8 39.5 24.1 29.9
VIT-GPT2 [18] 10.9 18.4 13.7 40.6 30.3 34.7
ANOC [9] 25.2 51.0 33.7 44.2 58.7 50.4
MC-NOC 28.4 51.6 36.5 44.4 59.1 50.7

The evaluation results on the Held-out COCO and Nocaps datasets
demonstrate the accuracy and quality of captions generated by MC-
NOC. To further verify the effectiveness of the reasoning process
and the accuracy of the reasoned novel objects, we conducted experi-
ments to compare the accuracy, recall, and F1-score of captions gen-
erated from both out-domain and entire-domain validation images.
The ground truth novel object labels were extracted from the cap-
tion annotations of the Open Images dataset, which provides a com-
prehensive description of various types of novel objects. As shown
in Table 3, We compared these ground truth labels with the object
classes in captions generated by three different models: Our method
surpass UpDown [5], VIT-GPT2 [18] and ANOC [9]. To prevent
novel objects from being overwhelmed by in-domain objects, we
make comparisons on both out-domain and entire-domain data. The
results demonstrate the effectiveness of knowledge-based reasoning,
bringing a 3.2 points improvement on the out-domain accuracy score
for our MC-NOC model.
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Figure 3: Examples of generated captions on Nocaps dataset.

Table 4: Different sizes of the manual.

number of 100% 70% 50% 20%
object 331 232 166 66
relation 70 70 70 70
triplet 8475 4854 2004 398

Table 5: Impact of the manual size on caption generation.

Size of Manual out-domain Overall
Accuracy Recall F1 Accuracy Recall F1

100% 28.4 51.2 36.5 44.4 59.1 50.7
70% 27.6 51.0 35.8 44.2 58.5 50.4
50% 27.3 51.0 35.6 44.0 58.4 50.2
20% 27.2 50.8 35.4 44.0 58.4 50.2

4.4 Ablation Studies

Impact of the size of the manual. We design an ablation experi-
ment to investigate the impact of manual size on MC-NOC’s reason-
ing ability. We counted the number of objects, relations, and triplets
in manuals of varying sizes and recorded the statistical information
in Table 4. We use the same experimental setup as Table 3. Ac-
cording to the results presented in Table 5, we found that when the
manual size is reduced, the reasoning ability of MC-NOC decreases.
Even though the number of relations remains constant, the number of
triplets matching the image context decreases. When the manual size
is reduced from 100% to 50%, the accuracy score drops by 1.1 points
in the out-domain and by 0.4 points in the entire domain. However, if
the number of triplets is reduced by 50% or more, the reasoning abil-
ity of MC-NOC remains unaffected since MC-NOC tends to predict
relation triplets in-domain. Due to the scarcity of novel objects, this
manual has less impact on the entire domain. These results suggest
that the M-NOR module can effectively enhance the performance of
novel object captioning by accurately integrating novel objects based
on context information.

Ablation study of the position attention and caption context. We
have also assessed the importance of the Caption Reconstruction
module in generating coherent captions. We compared three dif-
ferent caption reconstruction methods. The first method, Position
Prediction + Context Information approach used in MC-NOC, in-
volves inputting predicted positions and novel objects into the Cap-
tion Reconstruction module to reconstruct captions according to cap-
tion context. The second method Position Prediction + Replacement
approach only replaces original word in the template sentence with
the predicted novel object according to predicted position without
modifying other caption content. The third approach adopts a con-
ventional copy mechanism to incorporate novel object. We ensured
that all other modules remained constant to enable a fair comparison.
The results presented in Table 6 show that Position Prediction + Re-
placement underperforms Position Prediction + Context Information
method since the predicted position can only accommodate the con-
text before the position, not after it. Hence, the caption reconstruc-
tion process that utilizes caption context during inference is critical.
Compared with the traditional copy network, the Position Prediction
+ Context Information approach can significantly improve the CIDEr
metric by nearly 10 points. Indicating that MC-NOC’s predicted po-
sition of novel objects is more accurate than the copy network. This
promising result implies that the Caption Reconstruction module can
precisely predict the novel object position and the caption reconstruc-
tion process can guarantee contextual fluency of generated captions.

4.5 Qualitative Analysis

We provide a quantitative comparison of the generated captions
among MC-NOC, ANOC, and UpDown baseline in Figure 3. These
examples illustrate that (1) the generated captions include appro-
priate novel objects such as parking lot, lobster, stretcher, pajamas,
and wheelchair. (2) MC-NOC generates more specific captions and
makes reasonable extensions based on novel objects and context in-
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Figure 4: Examples of reasoned triplets.

Table 6: Ablation result of Caption Reconstruction module.

Method
Nocaps Validation set

in-domian near-domian out-domian Overall
CIDEr SPICE CIDEr SPICE CIDEr SPICE CIDEr SPICE

Position Prediction+Context Information 87.1 12.0 79.5 11.8 73.3 10.1 79.3 11.4

Position Prediction+Replacement 84.8 11.7 78.4 11.5 71.8 9.7 78.0 11.1
Copy Mechanism [35] 76.7 11.5 70.9 10.9 67.4 9.5 71.0 10.7

formation. For instance, in the first example, MC-NOC adds "jeans"
to describe what the men are wearing and "parking lot" as scene
information. In the second example of the second row, MC-NOC
brings in "basket" from image context. (3) MC-NOC makes reason-
able guesses based on image context. For instance, as a result of rea-
soning, the first example of the second row predicts "carrots" based
on "lobster" since they are closely related in the manual. As the man-
ual expands, MC-NOC will make more rational reasoning and pays
more attention to image context to describe image scenes at a fine-
grained level. With the help of the manual, generated captions incor-
porate a boarder range of object categories. These quantitative results
prove that our model significantly improves the diversity and explic-
itness of generated captions, leading to more coherent and accurate
descriptions of novel objects.

We also visualized the intermediate triplets predicted by the M-
NOR module to demonstrate MC-NOC’s ability to reason about
novel objects. Figure 4 presents detected objects, inferred relations,
and predicted triplets. Instead of using supervised information to
train the model’s triplets recognition ability, we only use manual
knowledge to enhance the probability of object categories paired with
relationships documented in the manual during training. MC-NOC
provides reasonable representations of triplets, and we observe that
the model tends to predict more general and straightforward relations
such as "next to", "near", and "with". However, the model also pre-
dicts relatively complex and precise relationships such as "carrying"
and "holding". Visualization results demonstrate the accuracy of rea-
soned multiple triplets, and MC-NOC selects the most appropriate
novel object for each caption.

5 CONCLUSIONS

In this paper, we proposed a novel approach to address the challenges
of novel object captioning, often hindered by the scarcity of novel ob-
jects. By incorporating knowledge-based reasoning into traditional
deep learning framework, our Manual-guided Context-aware Novel
Object Captioning model (MC-NOC) achieves promising results in
generating captions for novel objects. Our approach utilizes a manual
from dictionaries to provide MC-NOC with sufficient and accurate
external information. Experimental results demonstrate the effective-
ness of our reasoning approach and the significance of considering
image and caption context when captioning novel objects. Our work
provides a direction for future efforts in novel object captioning and
related cross-modality tasks. Overall, we believe that our approach
can pave the way for generating more robust and reliable captioning
for novel objects, enabling more sophisticated applications in natural
language processing and computer vision.

Limitations

We face limitations in accurately inferring objects with limited or no
information in the manual, like orcas. We filtered out relationships
that appeared fewer than 20 times during manual construction. Or-
cas are represented by just one triple: "orcas in the sea." As a result,
our model often misclassifies orcas. Our future research will focus on
improving and exploring alternative methods beyond Object Reason-
ing. Our aim is to enable the model to generate better descriptions of
novel objects and handle instances with limited information for more
reliable predictions.
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