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Abstract. The vulnerability of artificial intelligence has emerged
as a bottleneck, with adversarial attacks posing a significant threat
to natural language processing. Although multiple defense mecha-
nisms have been proposed, they often suffer from strict constraints,
weak generalization, and low scalability. To address these challenges,
we propose leveraging perplexity to quantify the difference between
clean and adversarial examples based on the observation of numer-
ous cases. We then statistically prove the substantial difference be-
tween them using Bayesian hypothesis testing. Subsequently, we de-
velop an adversarial defense framework named UMPS, which con-
tains two branches: "Uncovering the Mask"(UM) and "Perplexity-
guided Sampling"(PS). UM utilizes a masked language model and
Jaro-Winkler distance constraint to recover out-of-vocabulary words,
while PS employs perplexity to locate the optimal sample within a
convex hull which is constructed with integrated gradients. Theoret-
ically, the proposed framework fulfills three requirements: effective-
ness, universality, and portability. The experimental results demon-
strate that UMPS effectively enhances the robustness of language
models including BERT, against advanced attacks and outperforms
three strong baseline methods. Furthermore, we conduct an instance
analysis to illustrate how UMPS functions and what it outputs, an ab-
lation study to support the validity and necessity of the two branches,
and an post-hoc test on the difference in perplexity to explains the de-
fense performance of our framework.

1 Introduction

Artificial intelligence (AI) has significantly transformed the comput-
ing paradigm across multiple domains. However, AI’s intrinsic unin-
terpretability has given rise to concerns over security, which hinders
its development. As one of the major threats, adversarial attack refers
to the misguiding of an AI model by adding subtle perturbations to
the input data. Since Papernot et al. [16] first investigated adversarial
attacks from the image to the text domain, the study of adversarial ex-
amples in Natural Language Processing (NLP) has gained substantial
attention. Researchers have developed various attacks to expose the
vulnerabilities of state-of-the-art models like ChatGPT [23] as well
as of security-critical applications including classification, transla-
tion, comprehension, and conversation [6].

In response, various robustness enhancement techniques (i.e., de-
fense) have been developed to safeguard NLP models. Adversarial
training [5] is the most widely utilized method, mixing adversarial
examples with benign ones for data augmentation or constructing a
distinctive regularizer. This technique is formulated as a min-max
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game to minimize the adversarial loss. Moreover, spelling correc-
tion can effectively rectify grammatical errors or misspellings which
can be regarded as char-level perturbations crafted by adversaries.
To counter word-level attacks, detection-based strategy have been
widely adopted [15, 22]. However, all these methods are based on
empirical evidence. To provide theoretical certificates of robustness,
there are two mainstream techniques: Interval Bound Propagation
(IBP) [7, 9] and Randomized Smoothing(RS) [28].

Despite the varying advancements in both empirical defenses
and certified methods, they leave some shared limitations that need
to be addressed. For example, adversarial training is generally
computation- and time-consuming. It also heavily depends on the
quality of crafted examples, leading to limited resistance against un-
known attacks. Similarly, some detection-based approaches require
complex analysis of the input data, which would add an additional
burden to the target model. Moreover, spelling corrections perform
poorly when facing practical attacks that typically involve word-level
substitution. Besides, IBP-based methods are restricted to model ar-
chitecture, continuous space, and loose bound. RS-based defenses
usually suffer costly computation and strong constraints. These ob-
servations motivate us to develop a universal defense technique that
can effectively resist powerful attacks without heavy cost.

In this paper, we propose three principles to enhance adversarial
robustness: Effectiveness—improve the accuracy of model under at-
tack; Universality—ensure the effectiveness against various realistic
attacks; Portability—cost-saving and model-agnostic. Subsequently,
we draw a conclusion that adversarial example is significantly and
substantially worse than the original in terms of perplexity, based
on the observation of various pairs of original/adversarial texts and
supported by statistical evidence obtained through Bayesian hypoth-
esis testing. We then develop a novel framework, UMPS (Uncover
the Mask and Perplexity-guided Sampling). It can protecting mod-
els against adversarial Attacks and requires no complex computation
including modification or re-training, rendering it promising for real-
world applications.

Our contributions are summarized as follows:

1. We propose perplexity to quantify the difference between original
and adversarial texts, and draw an important conclusion.

2. We introduce two complementary strategies to mitigate the per-
plexity difference and adopt them to develop a defense framework
named UMPS.

3. We evaluate UMPS through extensive experiments on two
datasets, three models, and three attacks, which demonstrates that
it outperforms three classic defense baselines.

4. We perform three analyses to validate the efficacy of UMPS, in-
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cluding an instance analysis of the output, an ablation study of its
two branches and a post-hoc test on the perplexity difference.

2 Related Work

In response to the increasing threat of adversarial attacks, various
techniques have been proposed to enhance the robustness NLP mod-
els. In this paper, we categorize these techniques into three groups:
perturbation-oriented, model-oriented, and certified robustness.

Perturbation-oriented defenses aim to detect and recover from ad-
versarial examples. One approach is to use a spelling correction mod-
ule as a pre-processing step in front of a downstream NLP task to
counter char-level attacks [17]. Besides, Wang et al. [25] propose
Synonym Encoding Method (SEM) to defend against word substitu-
tion attacks by assigning a unique encoding to each cluster of syn-
onyms. Zhou et al. [32] develop the DISP framework, which learns
to discriminate perturbation to block both char- and word-level at-
tacks. Mosca et al. [14] introduce a logits-based metric called Word-
level Differential Reaction (WDR) to identify adversarial input texts.
Mozes et al. [15] perform a statistical analysis of adversarial ex-
amples and developed a rule-based and model-agnostic algorithm,
Frequency-Guided Word Substitutions (FGWS).

On the other hand, model-oriented defense is more proactive and
focuses on the robustness of model itself. Adversarial training is the
mainstream model-oriented method for achieving robustness and can
be further categorized into two techniques: data augmentation and
regularization. Data augmentation generates various adversarial ex-
amples and directly incorporates them into the training set, which
is brute but effective. Regularization integrates perturbations into the
training process and reformulates the cost function. For instance, Zhu
et al. [33] add norm-bounded adversarial perturbations to the em-
beddings using a gradient-based method and minimize the resultant
adversarial risk. Dong et al. [3] leverage Adversarial Sparse Convex
Combination (ASCC) to capture perturbations inside the convex hull
for adversarial training. Wang et al. [21] propose InfoBERT that con-
tains two mutual-information-based regularizers for refining the lo-
cal and global features. Moreover, some researchers enhance robust-
ness by modifying NLP models. For example, SHIELD [11] patches
the last layer of a well-trained neural network and transformed it
into a stochastic weighted ensemble of multi-expert prediction heads.
StaFF [29] is a novel fine-tuning framework that ensures both accu-
racy and stability of models under attack.

Different from the two empirical defenses, certified robustness
aims to provide provable robust guarantees for a given model speci-
fication. In textual adversarial robustness, the common solutions can
be categorized into Interval Bound Propagation (IBP) and Random-
ized Smoothing (RS). Specifically, Huang et al. [7] and Jia et al. [9]
leverage IBP to compute an upper bound on the loss of the worst-
case perturbation and minimize it to achieve certified robustness. Ye
et al. [28] propose SAFER, a structure-free approach that constructs
provable certification bounds based on the statistical properties of
randomized ensembles. Zeng et al. [31] present a certified approach
by randomly masking a proportion of the input words and discarding
a common but unrealistic assumption. Wu et al. [26] leverage rank-
ing and statistical property to achieve provable certification of top-K
robustness. In addition to these two representative technical ideas,
Xu et al. [27] demonstrate a dynamic programming approach to con-
cretize linear bounds under discrete perturbations. Wang et al. [24]
enhance robustness via differential privacy in text classification tasks
and provide a rigorous analytic derivation of the certified condition.

3 Preliminary: Statistical Analysis of Adversarial
Examples

3.1 Intuitive Observation on Generated Examples

Based on the limitations of existing defense methods, a new approach
towards textual adversarial robustness is in need. We consider lever-
aging the differences between original and adversarial texts to inves-
tigate defense techniques. Therefore, we first need a large corpus of
adversarial examples for observation. Instead of simple hand-crafted
perturbations, five classic attacks are employed to generate adversar-
ial texts.

Specifically, TextBugger [12] can generate adversarial texts that
maintain their utility under both white-box and black-box settings.
(2) DeepWordBug [4] introduces a novel scoring strategy and four
subtle character manipulation. (3) Genetic [1] develops a black-box
population-based optimization algorithm to minimize semantic and
syntactic dissimilarity. (4) PWWS [18] is a popular synonym replace-
ment attack based on Probability Weighted Word Saliency. (5) Se-
memePSO [30] approaches attacking as a combinatorial optimization
problem, incorporating the sememe-based word substitution and par-
ticle swarm optimization-based search. These five works are widely
recognized as state-of-the-arts techniques at different periods of time,
with over 2200 citations in total according to Google Scholar. They
also cover a wide range of characteristics including char- and word
-level perturbations. Therefore, they are eligible to be used as repre-
sentative attacks for generating adversarial examples.

The five attacks are performed on two popular classification
datasets, namely Stanford Sentiment Treebank (SST-2) and IMDB
reviews, both of which are widely used in NLP research. 1000 benign
texts are randomly selected from each dataset to generate adversarial
examples. Additionally, three classic neural network, namely CNN,
BiLSTM, and BERT, are considered as targets for the attacks. More
details of datasets, models, and attacks can be found in Section 5.1.

We perform 30 sets of tests using two datasets, three models, and
five attacks, which successfully generates 20,981 adversarial texts.
Our findings reveal that although these generated texts can effectively
deceive the model and retain the original semantics, a noticeable re-
duction in fluency and contextual relevance can be observed in most
cases. However, these observations are inadequate for establishing a
theoretical foundation, and more precise indicators are required to
quantify and distinguish these characteristics among the examples.

3.2 Hypothesis Testing on Perplexity

Inspired by the evaluation of language model, we propose perplexity
to assess the quality of texts, which can be understood as a measure-
ment of uncertainty that is consistence with the characteristics ob-
served above. Given a tokenized text T = {t1, t2, . . . , tk}, the per-
plexity of T can be calculated using Equation 1. It turns out that the
perplexity value is equivalent to the exponentiation of cross-entropy.
Our findings suggest that perplexity is an ideal measure of text qual-
ity, with lower values indicating more coherent and grammatically
correct texts. In this paper, we prefer to calculate perplexity using
GPT-21, a 1.5-billion-parameter Transformer model trained on 40
GB of texts from WebText.

1 https://huggingface.co/gpt2
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Table 1. The paired samples testing: μ, σ, |d|, BF10 refer to mean value, standard deviation, absolute of Cohen’s d statistic, and Bayes factor respectively.
Note that |d| and BF10 are calculated on the natural logarithm of perplexity, i.e., log(PPL).

Perplexity SST IMDB
Original Adversarial |d| BF10

Original Adversarial |d| BF10μ σ μ σ μ σ μ σ

CNN

TextBugger 312 588 1148 2565 1.51 10231 86.4 42.1 149.1 102.6 1.25 10202

DeepWordBug 324 584 832 573 1.60 10199 89.3 46.2 145.8 94.3 1.87 10118

Genetic 308 575 1071 3803 1.25 10179 86.3 42.0 148.3 104.0 1.42 10234

PWWS 310 577 852 3603 1.18 10165 86.2 41.9 127.8 88.0 1.21 10193

SememePSO 340 649 1134 9998 1.16 10118 88.4 46.4 119.2 71.5 1.32 1052

BiLSTM

TextBugger 316 563 1057 2450 1.44 10196 86.5 42.3 149.8 105.9 1.13 10172

DeepWordBug 309 544 833 572 1.68 10173 90.2 48.4 142.9 91.8 1.91 10110

Genetic 307 573 960 3500 1.20 10165 86.7 42.2 140.4 84.7 1.40 10227

PWWS 302 567 734 1475 1.15 10150 86.9 42.3 125.5 79.4 1.16 1069

SememePSO 340 643 946 5333 1.10 10111 88.2 40.9 118.9 62.6 1.26 10172

BERT

TextBugger 324 602 1087 1513 1.66 10202 86.2 42.0 218.8 183.0 1.31 10229

DeepWordBug 318 569 851 599 1.62 10143 88.6 40.2 138.3 63.9 1.87 1077

Genetic 316 616 927 2212 1.33 10182 86.9 42.8 162.9 97.2 1.56 10243

PWWS 317 618 793 2230 1.25 10151 93.3 50.8 185.0 128.4 1.32 1069

SememePSO 353 672 872 2197 1.27 10115 93.0 53.4 128.0 83.3 1.14 1028

PPL(T ) = k

√√√√
k∏

i=1

1
P (ti|t1t2...ti−1)

= P (t1t2...tk)
− 1

k

= e−
1
k

loge P (t1t2...tk)

= eH(T )

(1)

Where H() denotes cross-entropy between the actual data and model
predictions. In the meantime, following [15], we conduct a Bayesian
hypothesis testing on perplexity to compare the distributions of
paired samples(i.e., original and adversarial texts), to provide sta-
tistical evidence for our findings. The null hypothesis H0 and the
alternative hypothesis H1 are stated as follows:

Hypothesis 0 the adversarial text is no worse than the benign one
in terms of perplexity. PPL(Tadv) ≤ PPL(Tori)

Hypothesis 1 the adversarial text is worse than the benign one in
terms of perplexity. PPL(Tadv) > PPL(Tori)

Two indictors are adopted in our testing. Based on the paired ex-
amples, we use the Bayes Factor BF10 to quantify the significance
level of each hypothesis. Additionally, we provide Cohen′s d for the
comparisons, which denotes the effect size of between-group differ-
ences. However, the exponential distribution of perplexity does not
satisfy the prerequisite of quasi-normal approximation. Therefore,
we transform all the data by taking the natural logarithm of the val-
ues to calculate Cohen′s d and BF10, instead of directly analyzing
the value of perplexity. This transformation have no effect on the re-
sult of testing.

As shown in Table 1, a clear difference in the distribution of per-
plexity between the original and adversarial examples exists in all 30
sets of attacks. Higher mean perplexity values indicate greater un-
certainty, while higher standard deviations suggest a greater disper-
sion of this uncertainty. There is no doubt that the texts generated
by adversarial attacks are characterized by both higher perplexity
and greater dispersion, compared to the original texts. Furthermore,
for effect size, that is the magnitude of the difference in perplexity
between the two types of examples, all cases have |d|>1. As inter-
preted by Cohen [2], all comparisons have a huge effect, implying a
substantial difference in perplexity. Similarly, for significance level,

as suggested by Jeffreys [8], BF10>100 indicates extreme evidence
for the alternative hypothesis. All 30 tests surpass this critical value,
strongly supporting H1.

Table 2. The paired samples testing for the ensembles: V and S refer to
variable pairs and sample sizes respectively.

Dataset V/S |Cohen′s d| BF10

SST Ori/11270 1.307 ∞Adv/11270

IMDB Ori/9711 1.221 ∞Adv/9711

SST+IMDB Ori/20981 1.121 ∞Adv/20981

While the above analyses are focused on different attacks and
models, we also investigate the performance of ensembles. The re-
sults on the two datasets and their combination are presented in Ta-
ble 2, showing a significant difference in perplexity and a great likeli-
hood of accepting hypothesis H1. It should be noted that the "∞" on
BF10, indicating the significant difference between the two hypothe-
ses, is attributed to the tremendous sample size. Overall, the statisti-
cal analysis provides compelling evidence supporting the validity of
the alternative hypothesis, as indicated by the Bayes factor. Further-
more, the results demonstrate a considerable effect size, represented
by Cohen’s d statistic. These findings, combined with the intuitive
observations outlined in Section 3.1, lead us to conclude that the per-
plexity of the adversarial text is significantly and substantially worse
than that of the original text, i.e., PPL(Tadv) � PPL(Tori).

4 Methodology: UMPS

4.1 Overview

Based on the above conclusion, we propose two defense strategies:
"Uncovering the Mask" and "Perplexity-guided Sampling", and de-
velop a defense framework called UMPS which can defend against
diverse adversarial attacks by reducing the perplexity of the input
text. As shown in Algorithm 1, Step 1-9 and 10-18 refer to UM and
PS, respectively. UM neutralizes char-level modifications by leverag-
ing contextual information from a Masked Language Model (MLM)
and constraining the Jaro-Winkler distance. PS mitigates the impact
of word-level substitutions by performing perplexity-based sampling
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Figure 1. The workflow of UMPS: M(), D(), IG(), and S() refer to four key components respectively, which is elaborated in Section 4.

Algorithm 1 the workflow of UMPS
Input: T = {t1, t2, ..., tk} ← tokenized adversarial text
Params: M() ← masked language model

WordNet() ← lexical database
k,m, n ← length of T and two candidate sets
l ← max(1, k//10)

Output: Tumps ← recovered text of T
1: procedure UM (Tmasked)
2: <mask> ← tadvi ← ti, if t ∈ T is out-of-vocabulary
3: Tmasked = {t1, ..., < mask >, ..., < mask >, ..., tk}
4: for <mask> in Tmasked do

5:
{
ṫ1, ..., ṫm

} ← <mask>, by M(Tmasked)

6: t̂ ← {
ṫ1, ..., ṫm

}
, by Eq 2

7: end for

8: Tum =
{
t1, ..., t̂advi , ..., t̂advj , ..., tk

} ← Tmasked

9: end procedure

10: procedure PS(Tum)
11: {tadv1 , ..., tadvl} ← TopK(IG(ti)),ti ∈ Tum, by Eq 3
12: for each tadv do

13:
{
ṫ1, ..., ṫn

} ← WordNet(tadv)
14: C(tadv) ←

{
ṫ1, ..., ṫn

}
, construct a convex hull of tadv

15: t̂adv ← C(tadv), by Eq 4
16: Tumps ← {

t1, ..., t̂adv, ..., tk
}

, substitue t̂adv for tadv
17: end for

18: end procedure

19: return Tumps

within a convex hull built in embedding space. Our framework of-
fers comprehensive protection against adversarial attacks, does not
require re-training and does not impose any burden on the target
model. Additionally, it is model-agnostic that can be applied to any
NLP model in any scenario. These features demonstrate that UMPS
fulfills effectiveness, universality, and portability, which are the three
principles proposed in Section 1.

4.2 Uncovering the Mask

Char-level attacks pose a significant threat to NLP applications by
manipulating input texts, including swap, insert, delete, and substi-

tute, which can reverse model predictions. These attacks often con-
vert normal words into out-of-vocabulary words (OOVs), resulting in
a significant decrease in perplexity. Despite the uniform replacement
with <unk> by NLP models, OOVs can still have a considerable im-
pact on predictions. Therefore, we propose a novel learning-based
approach called "Uncovering the Mask" (UM) to recover OOVs into
their original terms and reduce the perplexity of the input text.

Overall, UM first leverages powerful tokenizers such as Spacy
and BertTokenizer to tokenize a text T into multiple tokens
{t1, t2, . . . , tk}. We then utilize the GloVe model for distributed
word representation and project these tokens into the word embed-
ding space. We identify those tokens that do not exist in the vocabu-
lary as OOVs and tag them with <mask> instead of <unk>. With the
help of a Masked Language Model (MLM) and an edit distance con-
straint, UM can obtain the optimal recovery for each <mask> (i.e.,
OOV). Successful recovery of the original text indicates the failure
of the adversarial attack.

In the process of "uncovering". BERT-based masked language
models, which learn bidirectional representations, possess a natural
advantage for the "fill-mask" task. RoBERTa, a member of the large
BERT family, is preferred in our study to predict the masked words.
In the default training, the model masks 15% of the tokens and then
predicts them. We fine-tune the model on two datasets (SST-2 and
IMDB) at a mask rate of 20%, which is an upper bound on the per-
centage of modifications for common attacks. Through 10 epochs of
re-training, our masked language model can generate a set of candi-
date tokens for each <mask> in the input text.

However, MLM takes into account semantic features but not mor-
phological information. To enhance the quality of the recovered to-
kens, we use the Jaro-Winkler Distance, an edit distance function, to
search for the optimal token in the candidate set that is closest to the
original one. This process is formalized as Equation 2. By combin-
ing MLM and JW, UM can effectively improve the perplexity and
generate an semi-finished result.

t̂ = argmin
(∣∣D(tadv, ṫi)− 1

∣∣) , tadv ∈ T, i ∈ {1, ...,m} (2)

where D() is the Jaro-Winkler Distance function. The closer to 1, the
higher the similarity; m is a hyper-parameter denoting the amount of
candidate tokens, which is empirically set to 8 in our experiments.
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4.3 Perplexity-guided Sampling

The aforementioned component is capable of mitigating character-
manipulation-based attacks, but not word-substitution-based attacks
that rarely produce grammatical errors including OOVs. Conse-
quently, we develop a novel method named "Perplexity-guided Sam-
pling"(PS). Given an text, we first use a saliency map to identify the
key token and construct a convex hull of it in the embedding space.
We then take an optimal sample, guided by the value of perplexity.

Specifically, constructing a convex hull for each token is compu-
tationally expensive, and successful attacks often rely on only a few
substitutions. Inspired by [20], we leverage Integrated Gradients(IG)
to build a saliency map and the calculation is formulated with Equa-
tion 3. Compared to other score- and attention-based saliency meth-
ods, IG is simple, accurate, and interpretable. We then extract the top-
l tokens, where l is a hyper-parameter set at 10% of the text length
(i.e., l = max(1, k//10)), since the average perturbation ratio of
attacks is generally around 20%. These tokens are considered adver-
sarial and have the most significant impact on the prediction.

IGi(t) =
ti − t′i
m

×
m∑

k=1

∂F (t′ + k
m

× (t− t′))
∂t

(3)

where i represents the dimension; t′ denotes the baseline which is
usually an all-zero embedding vector of the same length as t; m is
the number of steps that is defaulted as 100.

The attacks on language models often involve replacing a token
with its synonym. In contrast, our method recovers the original token
by identifying its synonyms. We first utilize WordNet to generate
multiple synonyms for each adversarial token selected by IG, and
accordingly construct a convex hull in embedding space. Given that
adversarial examples are rare occurrences, it is reasonable to assume
that the original token is included in this convex hull. However, a
challenge arises in locating the original token.

Random sampling is a frequently used solution but it is less ef-
ficient and sometimes inaccurate. Gradient strategy has a drawback
that defenders cannot determine whether the text is adversarial or
clean. Therefore, we propose a perplexity-guided sampling method
as an alternative, based on our previous finding that the perplexity
of the adversarial text is significantly and substantially worse than
that of the original text. Specifically, the best candidate is selected
by ranking the perplexity of the sentences consisting of words in the
convex hull, as stated by Equation 4.

t̂adv = argmin(PPL(Tti)), ti ∈ C(tadv) (4)

where C() denotes the convex hull in embedding space; Tti denotes
the text made by substituting ti for tadv .

This candidate would be considered a reasonable substitution for
the corresponding key token in the original sentence. We believe that
the combined new sentence is equivalent to the original one. Note
that this transformation is attack-agnostic. For an adversarial exam-
ple, UMPS eliminates perturbations based on context and perplexity.
While for a clean text, it can be regarded as a procedure of approxi-
mate expression. That is why UMPS can achieve successful defense
without sacrificing the original model accuracy.

5 Experiment

5.1 Settings

Dataset: We make use of two typical datasets: Stanford Sentiment
Treebank (SST-2) [19], and IMDB [13]. Both of them are provided

by Stanford and used for text classification, with the main difference
being the average length of the text. It should be noted that we ran-
domly pick 1000 texts from the test set of each dataset to generate
adversarial examples for statistical analysis and defense experiments.
More details are shown in Table 3.

Table 3. The details of two datasets

For model For attack

Train Dev Test Pos/Neg Avg. length
SST 6920 872 1821 501/499 18.270
IMDB 40000 5000 5000 516/484 161.938

Model: Our experiments are tested on three representative archi-
tectures: (1) CNN is a convolutional neural network with a filter
size of [3, 4, 5], 100 feature map, 1-max pooling, and ReLU acti-
vation function; (2) BiLSTM is a bi-directional recurrent structure
with 2 LSTM layer and a hidden features dimension of 128. Both
models are implemented based in PyTorch and trained from scratch
with the same datasets and hyper-parameters (e.g., dropout rate=0.5,
learning rate=1e-3, batch size=64); (3) BERT is a deep bidirectional
transformer for language understanding. It is implemented based on
"bert-base-uncased" provided by Hugging Face. We fine-tune it with
the same settings as the first two models. Particularly, we adopt no
additional optimization techniques, except for Adam.

Adversary: As with the previous process of generating adversarial
examples, we consider multiple classic works as adversaries, instead
of using simple hand-crafted perturbations. However, DeepWordBug
and SememePSO achieved unsatisfactory success rates in the pre-
vious testing. Therefore, for our defense experiment, we only con-
sider the other three, namely Genetic [1], PWWS [18], and TextBug-
ger [12], which include both character- and word-level attacks. The
introduction to the adversaries is given in Section 3.1 and we refer
the interested reader there for detailed information.

Baseline: We compare our framework UMPS with three defense
baselines that are no-retraining, model-agnostic, and widely refer-
enced in the study of textual adversarial robustness: (1) ScRNN [17]:
a robust word recognition model that integrates several backoff
strategies on the ScRNN model and outperforms both adversar-
ial training and off-the-shelf spell correction methods; (2) BERT-
Defense [10]: a probabilistic model and an untrained iterative defense
that combines context-independent and context-dependent informa-
tion to find the best restoration in the space of sensible sentences;
(3) FGWS [15]: a detect-then-recover strategy that exploits the fre-
quency properties of adversarial substitutions and performs better
than another similar and famous framework DISP [32].

Metric: We evaluate UMPS as well as the three baselines based
on two metrics: (1) Model Accuracy represents the percentage of cor-
rectly classified texts, which is the most intuitive and crucial evidence
in determining the defense capability of a safeguard; (2) Detection
Success Rate refers to the percentage of successful defense texts out
of the total number of successful attack texts.

5.2 Defense Performance

As presented in Table 4, our experiments show that all three attacks
significantly reduce the model accuracy, whereas the four defenses
improve the accuracy to varying degrees. For instance, on the experi-
ment of {CNN, Genetic, SST}, ScRNN, BERT-Defense, FGWS, and
UMPS increase the accuracy from 25.7% to 38.7%, 49.8%, 67.5%,
and 71.9%, respectively. In general, UMPS surpasses the baselines in
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Table 4. The accuracy of three language models: The optimal results have been bolded.

Accuracy/% SST IMDB
Original Genetic TextBugger PWWS Original Genetic TextBugger PWWS

CNN 84.5 25.7 23.4 26.4 90.7 10.7 9.5 10.0
+ScRNN 81.8 38.7 71.9 39.4 89.2 45.9 80.8 41.8
+BERTDefense 80.7 49.8 73.6 52.6 87.6 61.7 83.0 53.0
+FGWS 80.8 67.5 37.4 72.4 86.9 71.2 49.8 77.7
+UMPS 82.1 71.9 75.0 73.7 87.4 80.1 83.1 81.6

BiLSTM 81.7 30.1 33.2 33.1 86.9 16.1 16.3 19.0
+ScRNN 80.2 41.4 73.1 42.4 84.5 51.5 77.6 49.6
+BERTDefense 78.2 49.7 72.6 52.8 83.7 52.4 79.1 61.3
+FGWS 79.4 64.8 50.5 69.6 82.1 79.8 57.4 77.1

+UMPS 79.8 70.7 75.5 72.7 84.2 80.4 81.2 71.5
BERT 90.1 25.0 28.1 33.5 93.6 14.9 14.8 54.3

+ScRNN 88.4 41.9 76.8 47.6 93.2 50.5 86.9 74.3
+BERTDefense 87.3 52.5 81.8 57.5 91.1 63.0 87.3 76.0
+FGWS 86.2 74.0 39.1 75.4 92.4 77.0 54.0 70.0
+UMPS 89.6 80.3 83.1 82.3 91.9 84.1 88.3 79.6

Table 5. The detection success rate of four defense methods: The optimal results have been bolded.

Detection/% SST IMDB
Genetic TextBugger PWWS Genetic TextBugger PWWS

CNN+ScRNN 21.0 75.0 22.4 40.0 81.7 36.3
+BERTDefense 36.7 76.1 39.1 56.7 84.3 48.5
+FGWS 64.8 31.3 69.2 73.2 50.9 78.4
+UMPS 70.7 78.5 73.7 81.9 87.8 85.4

BiLSTM+ScRNN 18.0 72.0 18.1 44.0 79.4 38.3
+BERTDefense 33.7 72.4 34.8 49.3 80.1 67.7
+FGWS 69.4 51.2 69.9 70.9 61.6 75.2

+UMPS 72.5 77.6 72.8 72.3 83.5 71.9
BERT+ScRNN 25.5 75.4 24.3 42.6 91.7 34.3

+BERTDefense 40.6 82.3 39.4 58.8 92.3 45.3
+FGWS 76.0 41.9 81.4 77.4 56.9 60.8
+UMPS 82.6 86.5 82.2 80.1 84.6 69.5

terms of model accuracy, except for the result on {BiLSTM, PWWS,
IMDB}. These findings support the effectiveness of UMPS in en-
hancing the robustness of NLP models.

Notably, ScRNN and BERT-Defense are proficient at defending
against TextBugger, whereas FGWS performs better against Genetic
and PWWS. We attribute this to variations in the universality of the
defense methods. Genetic and PWWS primarily involve word sub-
stitution, while TextBugger incorporates five types of perturbations.
The three strong baselines are only adapted to specific types of at-
tacks. In contrast, UMPS performs more evenly when confronted
with these advanced attacks, which provides evidence for the uni-
versality of our framework.

Furthermore, the performance on the original texts demonstrates
that the four methods effectively preserve the accuracy of the model
itself. In general, ScRNN and UMPS outperform the other two meth-
ods, albeit with negligible differences. It suggests that UMPS can
successfully enhance robustness without compromising the accuracy,
making it a suitable safeguard for various applications.

On the other hand, as shown in Table 5, UMPS also outperforms
the three baselines in detection success rate. Despite being surpassed
by other methods in 2 sets of experiments, our framework performs
the best in the remaining 28 sets. It indicates that our framework
can effectively detect and recover adversarial examples in various
environment (with respect to data, attack, and model).

Overall, the results support the validity of the proposed defense
framework for enhancing the adversarial robustness of NLP models.

6 Further Analysis

6.1 Instance Analysis

We present four real output instances on {BERT, PWWS, SST} in
Figure 2. The results demonstrate that the language model accurately
predicts labels for the original texts, whereas the subtly perturbed
adversarial texts successfully mislead the model. Notably, when the
adversarial texts are processed by UMPS, the predicted labels are
correctly restored. This confirms the efficacy of UMPS in defending
against adversarial attacks.

Then an important question arises: how does UMPS process the
adversarial texts? To address it, we take T 2

adv as an example. Dur-
ing UM, we first identify the presence of an out-of-vocabulary token,
"flim", and select "film" as the correction token from the candidate
set {video, film, movie, ...}. Next, we determine the two keywords,
"heed" and "creative", that have the most significant influence on
the model. Subsequently, during PS, we generate the recovered text
T 2
adv+umps. Specifically, in the corresponding candidate sets, {re-

gard, mind, attention, ...} and {inventive, originative, innovative, ...},
"mind" and "innovative" are preferred for substitution.

Moreover, for the original texts, Tori and Tori+umps, UMPS
functions more as an approximate expression procedure. Whether it
is "sustain–support", "creative–innovative", or "process–operation",
such approximations do not impact model predictions, which aligns
with the defense performance observed in Table 4. We believe that
the discrepancy caused by such approximations is inconsequential as
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���������	
���	
�����
������	������
����
���������	
���	
�����
�����
��������
����

�������	�


�

����������

����������

���

�����

�����

�����

����������

�

������������	�����������
�������
���
�����	
��
	�������������	���

��������������
����������������
������������
������
������������	�����������
�������
���
�����	
��
	�������������	���

��������������
�������		
������
�����
	��������
������

������

���������	
���	
�����
�����������
����
���������	
���	
�����
�����
��������
����

������������	�����������
�������
���
�����	
��
	�����������������

��������������
����������������
������������
������
������������	�����������
�������
���
�����	
��
	�������������	���

��������������
�������		
��������
������������
������

�����
�������	
��
����
������	
�
�����
�������	
��
����
������	
�

Figure 2. The output instances of UMPS and their labels predicted by BERT: Tori, Tadv , Tumps refer to the original, adversarial, and UMPS-processed
texts, respectively; the red tokens are the ones recovered by UMPS; 1, 0 refer to positive and negative.

long as the model functions normally, since our objective is to en-
hance model robustness rather than recovering the text itself.

6.2 Ablation Study

In the previous experiments, UMPS is used as an ensemble. How-
ever, to explore the individual performance of the two branches, we
conduct an ablation study where UM and PS are independently used
to defend against attacks. Figure 3 shows that all three defenses can
improve model accuracy under attacks to varying degrees. Specifi-
cally, UM is more effective in defending against TextBugger, while
PS is better at Genetic and PWWS. Reviewing these attack algo-
rithms, we find that TextBugger contains five perturbations covering
character-level and word-level, while the latter two are dominated
by word-level perturbations. This result demonstrates that UM and
PS can defend against specific types of attacks individually. How-
ever, only by working together as UMPS can they achieve the best
defense against those sophisticated attacks.
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Figure 3. The accuracy of models under attacks when being protected by
UM, PS and UMPS: Vanilla refers to the model without protection.

6.3 Perplexity Test

It is clear that UMPS is designed based on the difference in per-
plexity. To confirm the validity of it, we conduct a post-hoc analysis
of the perplexity of texts in three different phases. As shown in Fig-
ure 4, the perplexity of the adversarial text is significantly higher than
that of the original, which is consistent with the conclusion drawn in

Section 3. In contrast, the perplexity of the UMPS-processed text is
much lower than the adversarial text and is close to the original. The
results suggest that our framework is indeed effective in reducing text
perplexity as introduced in Section 4, which can explain the impres-
sive defense capability of UMPS presented in Section 5.2.
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Figure 4. The mean perplexity of original, adversarial and
UMPS-processed texts.

7 Conclusion

This paper presents UMPS, a novel defense framework designed to
enhance the adversarial robustness of NLP models without additional
re-training or modification on the architecture. It is characterized by
its effectiveness, universality, and portability, making it suitable for
various models. Our methodology is based on the finding that the
perplexity of the adversarial example is significantly and substan-
tially worse than the original, supported by intuitive observation and
statistical analysis. Extensive experiments demonstrate the impres-
sive performance of UMPS. For example, it improves the accuracy of
TextBugger-attacked BERT from 14.8% to 88.3%, without compro-
mising original accuracy. Overall, UMPS can serve as a promising
patch for robustness enhancement. The discovery of the difference in
perplexity between original and adversarial examples has important
implications for the development of adversarial defense techniques.

We also identify some work to be continued, including exploring
the application of UMPS in multimodal tasks and investigating the
robustness of large language models. We intend to incorporate inter-
pretable techniques for future research.
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