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Abstract. Camouflaged object detection is a challenging task that
aims to identify objects that are highly similar to their background.
Due to the powerful noise-to-image denoising capability of denois-
ing diffusion models, in this paper, we propose a diffusion-based
framework for camouflaged object detection, termed diffCOD, a
new framework that considers the camouflaged object segmenta-
tion task as a denoising diffusion process from noisy masks to ob-
ject masks. Specifically, the object mask diffuses from the ground-
truth masks to a random distribution, and the designed model learns
to reverse this noising process. To strengthen the denoising learn-
ing, the input image prior is encoded and integrated into the de-
noising diffusion model to guide the diffusion process. Furthermore,
we design an injection attention module (IAM) to interact con-
ditional semantic features extracted from the image with the dif-
fusion noise embedding via the cross-attention mechanism to en-
hance denoising learning. Extensive experiments on four widely used
COD benchmark datasets demonstrate that the proposed method
achieves favorable performance compared to the existing 11 state-
of-the-art methods, especially in the detailed texture segmentation of
camouflaged objects. Our code will be made publicly available at:
https://github.com/ZNan-Chen/diffCOD.

1 Introduction

Camouflage is to use any combination of coloration, illumination, or
materials to hide organisms in their surroundings, or disguise them as
something else, for deception and paralysis purposes. Camouflaged
object detection (COD) [10], that is, segmenting camouflaged objects
from the background, is a challenging vision topic that has emerged
in recent years, due to the high similarity of camouflaged objects to
the background. COD has also attracted growing research interest
from the computer vision community, because of its wide range of
real-world applications, such as agricultural pest detection [22], med-
ical image segmentation [26], and industrial defect detection [37].

With the advent of large-scale camouflaged object detection
datasets in recent years, such as CAMO [23] and COD10K [10]
datasets, numerous deep learning-based methods have been proposed
and achieved great progress. Some methods are inspired by human
visual mechanisms and adopt convolutional neural networks to imi-
tate predation behavior, thus designing a series of models for COD,
such as search identification network [9], positioning and focus net-
work [28], zoom in and out [31], and PreyNet [45]. Some methods
adopt auxiliary cues to improve network discrimination, or branch
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(b) Diffusion-based COD paradigm.

Figure 1: (a) The current mainstream COD paradigm inputs images into the
network for prediction in a single direction, generating a deterministic seg-
mentation mask. (b) Our proposed diffCOD provides a novel paradigm that
decomposes COD into a series of forward-and-reverse diffusion processes.

tasks to jointly learn camouflage features. The former typically em-
ploy frequency domain [47], edge/texture [18, 48], or motion infor-
mation [4] to improve feature representation, and the latter usually
introduces boundary detection [36], classification [23], fixation [27],
or saliency detection [24] for multi-task collaborative learning. More
recently, to improve global contextual exploration, transformer-based
approaches have also been proposed, such as HitNet [16] and FSP-
Net [17]. Although these methods have greatly improved the per-
formance of camouflaged object detection, the existing methods still
struggle to achieve accurate location and segmentation in most com-
plex scenarios, due to the interference of highly similar backgrounds
and the complexity of the appearance of camouflaged objects.

In recent years, diffusion models [15] have demonstrated im-
pressive performance in the generative modeling of images and
videos [7], opening up a new era of generative models. Diffusion
models are a class of generative models that consist of Markov chains
trained using variational inference, to denoise noisy images blurred
by Gaussian noise via learning the reverse diffusion process. Be-
cause of its powerful noise-to-image denoising pipeline, the com-
puter vision community is curious about its variants for discrimina-
tive tasks [5]. More recently, diffusion models have been found to be
highly effective in other computer vision tasks, such as image edit-
ing [14], super-resolution [25], instance segmentation [12], semantic
segmentation [2, 3] and medical image segmentation [32, 39]. How-
ever, despite their great potential, diffusion models for challenging
camouflaged object detection have still not been well explored.

In this paper, we propose to formulate the camouflaged object de-
tection as a generative task, through a denoising diffusion process
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from the noisy mask to the object mask in the image. Specifically, in
the training stage, Gaussian noise is added to the ground-truth masks
to obtain noisy masks, and then the model learns to reverse this nois-
ing process. In the inference stage, the model progressively refines
a set of randomly generated noisy masks from the image through
the learned denoising model, until they perfectly cover the targeted
object without noise. We can see that the denoising diffusion model
is the process of recovering the ground-truth mask from the random
noisy distribution to the learned distribution over object masks. As
shown in Figure 1, unlike previous deterministic network solutions
that produce a single output for an input image, we decouple the de-
tection of the object into a novel noise-to-mask paradigm with a se-
ries of forward-and-reverse diffusion steps, which can output masks
from single or multi-step denoising, thereby generating multiple ob-
ject segmentation masks from a single input image.

To this end, we propose a denoising diffusion-based model, termed
diffCOD, which approaches camouflaged object tasks from the per-
spective of the noise-to-mask denoising diffusion process. The pro-
posed model adopts a denoising network conditioned on the input im-
age prior. The semantic features extracted from the image by a Trans-
former encoder are integrated into the denoising diffusion model to
guide the diffusion process at each step. To effectively bridge the gap
between the diffusion noise embedding and the conditional semantic
features, an injection attention module (IAM) is designed to enhance
the denoising diffusion learning by aggregating conditional seman-
tic features and diffusion model encoder through a cross-attention
mechanism. Our contributions are summarized as follows:

• We extend the denoising diffusion models to the task of camou-
flaged object detection, and propose a diffusion-based object seg-
mentation model, called diffCOD, a novel framework that views
camouflaged object detection as a denoising diffusion process
from noisy masks to object masks.

• We design an injection attention module (IAM) to model the in-
teraction between noise embeddings and image features. The pro-
posed module adopts the cross-attention mechanism to integrate
the conditional semantic feature extracted from the image into the
diffusion model encoder to guide and enhance denoising learning.

• Extensive quantitative and qualitative experiments demonstrate
that the proposed diffCOD achieves superior performance over
the recent 11 state-of-the-art (SOTA) methods by a large margin,
especially in object detail texture segmentation, indicating the ef-
fectiveness of the proposed method.

2 Related Work

2.1 Camouflaged Object Detection

Existing COD methods [8, 9, 10] are based on a non-generative ap-
proach to segment the objects from the background. The approaches
in COD can be broadly categorized into the following strategies: a)
Introducing additional cues to facilitate the exploration of camou-
flage features. BGNet [36] uses edge semantic information to en-
able the model to extract features that highlight the structure of the
object and thus pinpoint the object boundary. TINet [48] designs a
texture label to find boundaries and texture differences through pro-
gressive interactive guidance. FDCOD [47] incorporates frequency
domain features into CNN models to better detect objects from the
background. DGNet [18] utilizes gradient edge information to fa-
cilitate the generation of contextual and texture features. b) Multi-
task learning strategies are used to improve segmentation capabil-
ities. ANet [23] proposed joint learning of classification and seg-

mentation tasks to help the model improve recognition accuracy.
UJSC [24] detects both salient and camouflaged objects to improve
the model performance. Rank-Net [27] proposes to use the localiza-
tion model to find the obvious discriminative region of the camou-
flaged object, and the segmentation model to segment the full range
of the camouflaged object. c) Coarse-to-fine feature learning strat-
egy is utilized to explore and integrate multi-scale features. Seg-
MaR [21] uses multi-stage detection to focus on the region where the
goal is located. ZoomNet [30] learns multi-scale semantic informa-
tion through multi-scale integration and hierarchical hybrid strategies
to promote models that produce predictions with higher confidence.
PreyNet [45] imitates the predation process for stepwise aggregation
and calibration of features. PFNet [28] mimics nature’s predation
process by first locating potential targets from a global perspective
and then gradually refining the fuzzy regions. SINet [10] is designed
to improve segmentation performance by locating the object first and
then differentiating the details. C2FNet [35] proposes to use global
contextual information to fuse on high-level features in a cascading
manner to obtain better performance. HitNet [16] and FSPNet [17]
propose to explore global context cues by transformers. In this pa-
per, we introduce generative models, i.e., denoising diffusion mod-
els, into the COD task to gradually refine the object masks from the
noisy image, which achieve excellent performance, especially for ob-
jects with fine textures.

2.2 Diffusion Model

The diffusion model [15, 34] is a generative model that uses a for-
ward Gaussian diffusion process to sample a noisy image, and then
iteratively refines it using a backward generative process to ob-
tain a denoised image. Diffusion models have shown strong poten-
tial in several fields, such as image synthesis [7, 15], image edit-
ing [14], and image super-resolution [6]. Moreover, the learning
process of diffusion models is able to capture high-level semantic
information that is valuable for segmentation tasks [2], which has
led to a growing interest in diffusion models for image segmenta-
tion including medical image segmentation [39, 40], semantic seg-
mentation [3, 20, 41, 43], and instance segmentation [1, 12]. Med-
SegDiff [39] proposes the first DPM-based medical segmentation
model, and MedSegDiff-V2 [40] further improves the performance
based on it using transformer. DDeP [3] finds that pre-training a se-
mantic segmentation model as a denoising self-encoder is beneficial
for performance improvement. DDP [20] designs a dense prediction
framework with stepwise denoising refinement guided by image fea-
tures. ODISE [43] combines a trained text image diffusion model
with a discriminative model to achieve open-vocabulary panoptic
segmentation. DiffuMask [41] uses a model for the automatic genera-
tion of image and pixel-level semantic annotations, and it also shows
superiority in open vocabulary segmentation. DiffusionInst [12] pro-
poses the first instance segmentation model based on a diffusion pro-
cess to achieve global instance mask reconstruction. Segdiff [1] uses
a diffusion probabilistic approach to design an end-to-end segmen-
tation model that does not rely on a pre-trained backbone. However,
there are no studies that demonstrate the effectiveness of diffusion
models in COD tasks. In this work, we present the first diffusion
model for the COD segmentation task.

3 Methodology

In this section, we first review the diffusion model (Sec. 3.1). Then
we introduce the architecture of diffCOD (Sec. 3.2). Finally, we
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Figure 2: Our proposed diffCOD framework for COD, which feeds a given image into a denoising diffusion model with UNet architecture as the core component
for denoising. An injection attention module (IAM) is designed to implicitly guide the diffusion process with the conditional semantic features that have gone
through the backbone and feature fusion module (FF), allowing the model to take full advantage of the correspondence between image features and diffusion
information.

describe the specific process of training and inference of diffCOD
(Sec. 3.3 & Sec. 3.4).

3.1 Diffusion Model

The diffusion probability model has reaped plenty of attention due
to its simple training process and excellent performance. It is mainly
divided into forward process and reverse process. In the forward pro-
cess, noise is added to the target image to make it closer to the Gaus-
sian distribution. The reverse process learns to map the noise to the
real image.

The forward process refers to the gradual incorporation of Gaus-
sian noise with variance βt ∈ (0, 1) into the original image x0 ∼
p (x0) at time t until it converges to isotropic Gaussian distribution.
The forward process is described by the formulation:

q (xt | xt−1) = N
(
xt;

√
1− βtxt−1, βtI

)
(1)

where t ∈ [1, T ]. We can obtain the latent variable xt directly by
using x0 by the following equation:

q (xt | x0) = N (
xt;

√
ᾱtx0, (1− ᾱt) I

)
(2)

where αt := 1− βt, ᾱt :=
∏t

s=0 αs and ε ∼ N (0, I).
The reverse process converts the latent variable distribution p(xT )

to p(x0) through a Markov chain, and the reverse process can be
denoted as follows:

pθ (xt−1 | xt) = N (xt−1;μθ (xt, t) ,Σθ (xt, t)) (3)

The combination of q and p is a variational auto-encoder, and the
variational lower bound (VLB) is defined as follows:

Lvlb := L0 + L1 + . . .+ LT−1 + LT (4)

L0 := − log pθ (x0 | x1) (5)

Lt−1 := DKL (q (xt−1 | xt, x0) ‖ pθ (xt−1 | xt)) (6)

LT := DKL (q (xT | x0) ‖ p (xT )) (7)

3.2 Architecture

As shown in Figure 2, the proposed diffCOD aims to solve the COD
task by the diffusion model. The denoising network of diffCOD is
based on the UNet architecture [33]. To get effective conditional se-
mantic features, we obtain multi-scale features by ViT-based back-
bone and feature fusion (FF) to yield features containing rich multi-
scale details. In addition, to let the texture patterns and localization
information in the conditional semantic features guide the denois-
ing process, we propose an injection attention module (IAM) based
on cross-attention. This allows the network to reduce the difference
between diffusion features and image features and to combine the
advantages of both.

Feature Fusion (FF). Given an initial input image xo ∈ R
H×W×3,

we adopt the top-three high-level features of the visual backbone as
our multi-scale backbone features, denoted as X p

i , i ∈ {1, 2, 3}
whose resolution is H

k
× W

k
, k ∈ {8, 16, 32}. Here we use

PVTv2 [38] as the backbone. Then FF is used to aggregate these mul-
tiscale features. Specifically, FF contains three branches to process
X p

i , each branch uses two convolution operations with 3×3 kernel
for feature enhancement, and finally the three branches are coalesced
by a single convolution to obtain F ∈ R

H
32

×W
32

×C .

Injection Attention Module (IAM). To introduce texture and lo-
cation information of the original features in the noise prediction
process, we employ a cross-attention-based IAM, which is embed-
ded in the middle of the UNet-based denoising network. Given the
multiscale fusion feature F from FF and the deepest feature D ∈
R

H
32

×W
32

×C from the diffusion model as the common input to the
IAM. Specifically, D is transformed by linear projection to generate
the query QD, the key KD and the value VD. F generates PF, VF

by linear projection, and it is noteworthy that F does not generate the
query and the key for similarity comparison, but uses the generated
PF to act as an intermediary for similarity comparison with D. This
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process is defined as follows:

QD = D ·WD
Q , KD = D ·WD

K , VD = D ·WD
V

PF = F ·WF
P , VF = F ·WF

V
(8)

where WD
Q , WD

K , WD
V , WF

P , WF
V ∈ R

d×d. d is the dimensionality.
Thus the IAM operation is defined as follows:

Matt
1 = Softmax

(
QD · (PF)T√

d

)
(9)

Matt
2 = Softmax

(
KD · (PF)T√

d

)
(10)

OI = Matt
1 ·Matt

2 · (VD +VF ) (11)

where Matt
1 and Matt

2 represent the attention maps of QD-PF and
KD-PF, respectively. OI ∈ R

H
32

×W
32

×C denotes the final generated
cross-attention fusion feature.

3.3 Training

In the forward process, the Gaussian noise εt is added to the ground
truth y0 to obtain the noise mapping yt ∼ q (yt | y0) by T -steps.
The intensity of the noise is controlled by αt and conforms to the
standard normal distribution. This process can be defined as follows:

yt =
√
αtyt−1 + (1− αt) εt (12)

where t = [1, · · · , T ] and εt ∼ N (0, I).
By iterative computation, we can directly obtain yt. This process

can be further marginalized as:

yt =
√
ᾱty0 + (1− ᾱt) εt (13)

where ᾱt =
∏t

i=1 αi.
In the reverse process, we map from yt to yt−1 until the segmented

image is acquired step by step. The mathematics is defined as fol-
lows:

yt−1 = μθ (yt, t, xo) + Σθ (yt, t, xo) εt (14)

We train a denoising UNet model to predict εθ (yt, t, xo):

μθ (yt, t, xo) =

(
yt −

(
1−αt√
1−ᾱt

)
εθ (yt, t, xo)

)
√
αt

(15)

We follow the improved DDPM [29] to simplify Eq. (4)-(7) to
define the hybrid objective Lhybrid = Lsimple + Lvlb. Lvlb learns
the term Σθ (yt, t, xo). Furthermore, inspired by [40], we use FF and
a convolution layer to provide an initial static mask ym to reduce the
diffusion variance, and its mean square loss is defined as Lstatic.
Total loss function Ltotal is defined as follows:⎧⎨

⎩
Lsimple = Et∼[1,T ],y0∼q(y0),ε ‖ε− εθ (yt, t, xo)‖2
Lstatic = Ey0∼q(y0),ym ‖y0 − ym‖2
Ltotal = Lsimple + Lvlb + Lstatic

(16)

Algorithm 1 provides the training procedure for diffCOD.

3.4 Inference

In the inference stage, we step-by-step apply Eq. (14) to sample a
pure Gaussian noise yt ∼ N (0, I). In addition, we add conditional
information related to the image features to guide the inference pro-
cess. After performing T iterations, we can obtain the segmentation
image of the camouflaged object. Using the setting of [29] for the
sampling, the inference process of diffCOD is shown in Algorithm 2.

Algorithm 1: diffCOD Training

def training_loss(images, masks):
"""images: [b, h, w, 3], masks: [b, h, w, 1]"""

# Encode images
X_p = ViT(images)
F = FF(X_p)

# corrupt groundtruth
t = uniform(0, 1)
eps = normal(mean=0, std=1)
mask_crpt = sqrt(gamma(t)) * masks +

sqrt(1 - gamma(t)) * eps

# predict and backward
D = UNet_1(images, mask_crpt, t)
O = IAM(F, D)
preds = UNet_2(O)

# compute loss
loss = loss_function(preds, masks)
return loss

Algorithm 2: diffCOD Inference

def inference(images, steps):
"""images: [b, h, w, 3], steps: sample steps"""

# Encode images
X_p = ViT(images)
F = FF(X_p)

m_t = normal(mean=0, std=1)

# time intervals
for step in range(steps):
out = p_sample(images, F, m_t, step)

return out

4 Experiments

4.1 Experimental Setup

Datasets. We conduct experiments on four widely used benchmark
datasets of COD task, i.e., CAMO , CHAMELEON, COD10K and
NC4K. The details of each dataset are as follows:

• CAMO contains 1,250 camouflaged images and 1,250 non-
camouflaged images, covering eight categories.

• CHAMELEON has a total of 76 camouflaged images.
• COD10K consists of 5,066 camouflaged, 1,934 non-camouflaged,

and 3,000 background images. It is currently the largest dataset
which covers 10 superclasses and 78 subclasses.

• NC4K is a newly published dataset that has a total of 4,121 cam-
ouflaged images.

Following the standard practice of COD tasks, we use 3,040 im-
ages from COD10K and 1,000 images from CAMO as the training
set and the remaining data as the test set.

Evaluation metrics. According to the standard evaluation proto-
col of COD, we employ the five common metrics to evaluate our
model, i.e., structure-measure (Sα), weighted F-measure (Fω

β ), mean
F-measure (Fm), mean E-measure (Em) and mean absolute error
(MAE). The purpose of structure-measure (Sα) is to evaluate the
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Method
COD10K NC4K CAMO CHAMELEON

Sα ↑ Fω
β ↑ Fm ↑ Em ↑ MAE ↓ Sα Fω

β ↑ Fm ↑ Em ↑ MAE ↓ Sα Fω
β ↑ Fm ↑ Em ↑ MAE ↓ Sα ↑ Fω

β ↑ Fm ↑ Em ↑ MAE ↓
2019 CPD [42] 0.736 0.547 0.607 0.801 0.053 0.769 0.652 0.713 0.822 0.072 0.688 0.552 0.623 0.728 0.114 0.876 0.809 0.821 0.914 0.036

2019 EGNet [46] 0.746 0.560 0.591 0.789 0.053 0.804 0.727 0.731 0.834 0.066 0.730 0.579 0.693 0.762 0.104 0.851 0.705 0.747 0.869 0.049

2020 SINet [10] 0.772 0.543 0.640 0.810 0.051 0.810 0.665 0.741 0.841 0.066 0.753 0.602 0.676 0.774 0.097 0.867 0.727 0.792 0.889 0.044

2020 MINet [31] 0.780 0.628 0.677 0.838 0.040 0.810 0.717 0.764 0.856 0.057 0.741 0.629 0.682 0.783 0.096 0.853 0.768 0.803 0.902 0.035

2020 PraNet [11] 0.800 0.656 0.699 0.869 0.041 0.826 0.739 0.780 0.878 0.056 0.769 0.664 0.716 0.812 0.091 0.870 0.790 0.816 0.915 0.039

2021 PFNet [28] 0.797 0.656 0.698 0.875 0.039 0.826 0.743 0.783 0.884 0.054 0.774 0.683 0.737 0.832 0.087 0.889 0.823 0.840 0.946 0.030

2021 LSR [27] 0.805 0.660 0.703 0.876 0.039 0.832 0.743 0.785 0.888 0.053 0.793 0.703 0.753 0.850 0.083 0.890 0.824 0.834 0.932 0.034

2022 ERRNet [19] 0.780 0.629 0.679 0.867 0.044 — — — — — 0.761 0.660 0.719 0.817 0.088 0.877 0.805 0.821 0.927 0.036

2022 NCHIT [44] 0.790 0.608 0.689 0.817 0.046 — — — — — 0.780 0.671 0.733 0.803 0.088 0.874 0.793 0.812 0.891 0.041

2022 CubeNet [49] 0.795 0.644 0.681 0.864 0.041 — — — — — 0.788 0.682 0.743 0.838 0.085 0.873 0.787 0.823 0.928 0.037

2023 CRNet [13] 0.733 0.576 0.627 0.832 0.049 — — — — — 0.735 0.641 0.702 0.815 0.092 0.818 0.744 0.756 0.897 0.046

diffCOD 0.812 0.684 0.723 0.892 0.036 0.837 0.761 0.802 0.891 0.051 0.795 0.704 0.758 0.852 0.082 0.893 0.826 0.837 0.933 0.030

Table 1: Quantitative comparisons of our proposed method and other 11 state-of-the-art methods on four widely used benchmark datasets. The higher the Sα,
Fω
β , Fm, and Em, the better the performance. The smaller the MAE, the better. The best results are marked in bold.

structural information of the result and ground truth, including ob-
ject perception and region perception. Weighted F-measure Fω

β is the
weighted information of the mean F-measure (Fm) metric, and these
two metrics are a combined assessment of the accuracy and recall of
the result. Mean E-measure (Em) is able to perform both pixel-level
matching and image-level statistics, and is used to calculate the over-
all and local accuracy of the segmentation results. The mean absolute
error (MAE) metric is often used to evaluate the average pixel-level
relative error between the result and ground truth.

Implementation details. The proposed method is implemented with
the PyTorch toolbox. We set the time step as T = 1000 with a linear
noise schedule for all the experiments. We use Adam as our model
optimizer with a learning rate of 1e-4. The batch size is set to 64.
During the training, the input images are resized to 256×256 via
bilinear interpolation and augmented by random flipping, cropping,
and color jittering.

Baselines. Our diffCOD is compared with 11 recent state-of-the-
art methods, including CPD [42], EGNet [46], SINet [10], MINet
[31], PraNet [11], PFNet [28], LSR [27], ERRNet [19], NCHIT [44],
CubeNet [49], CRNet [13]. For a fair comparison, all results are ei-
ther provided by the authors or reproduced by an open-source model
re-trained on the same training set with the recommended setting.

4.2 Quantitative Evaluation

The quantitative comparison of our proposed diffCOD with 11 state-
of-the-art methods is shown in Table 1. Our method achieves supe-
rior performance over other competitors, indicating that our model
can generate high-quality camouflaged segmentation masks com-
pared to previous methods. For the largest COD10K dataset, our
method shows a substantial performance jump, with an average in-
crease of 4.8%, 12.8%, 9.5%, 6.4% and 19.1% for Sα, Fω

β , Fm,
Em and MAE, respectively. For another recent large-scale NC4K
dataset, diffCOD also outperforms all methods, increasing by 3.4%,
7.1%, 6.1%, 4.0% and 14.8% on average for Sα, Fω

β , Fm, Em and
MAE, respectively. In addition, the most significant increases in the
CAMO dataset were seen in the Fω

β and MAE, with improvements
of 10.2% and 11.3%, respectively. CHAMELEON is the smallest
COD dataset, therefore most of the methods perform inconsistently
on this dataset, our method increases 3.0%, 6.2%, 4.0%, 2.6% and
21.2% for Sα, Fω

β , Fm, Em and MAE, respectively.

(a) Image (b) GT (c) diffCOD

Figure 3: Visual results of our proposed model in terms of detailed textures.

4.3 Qualitative Evaluation

Figure 4 shows a comprehensive visual comparison with current
state-of-the-art methods. It can be found that our method achieves
competitive visual performance in different types of challenging sce-
narios. Our diffCOD is able to guarantee the integrity and correctness
of recognition even under difficult conditions, such as single object
(e.g., row 1-4), multi-objects (e.g., row 5-8), small object (e.g., row 9-
11). Nature’s camouflaged organisms often have strange traits, such
as tentacles, tiny spikes, etc. Past models have blurred the recognition
of edge parts even if the location of the target is correctly targeted.
However, we are surprised by the advantages of diffCOD in terms
of detailed textures. As shown in Figure 3, our method is able to
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Figure 4: Qualitative comparison of our proposed method and other representative COD methods. Our method provides better performance than all competitors
for camouflaged object segmentation in various complex scenes.

accurately identify every subtlety, and it can depict the textures of
the object in extremely fine detail, solving the blurring problem of
segmentation masks in other methods.

4.4 Ablation Studies

Overview. We perform ablation studies on key components to ver-
ify their effectiveness and analyze their impacts on performance, as
shown in Table 2. Experimental results demonstrate that our designed

Injection Attention Module (IAM), Feature Fusion (FF), and ViT can
improve detection performance. When they are combined to build
diffCOD, significant improvements in all evaluation metrics are ob-
served. Note that the Baseline refers to the standard diffusion model.

Effectiveness of IAM. As can be seen in Table 2, the presence or ab-
sence of IAM plays a key role in the performance improvement of the
model. Compared to the experiments without this key component,
the average improvement of #2 with IAM over #1 for Sα, Fω

β , Fm,

Z. Chen et al. / Diffusion Model for Camouflaged Object Detection450



No.
Component COD10K NC4K CAMO

Baseline IAM FF ViT Sα ↑ Fω
β ↑ Fm ↑ Em ↑ MAE ↓ Sα ↑ Fω

β ↑ Fm ↑ Em ↑ MAE ↓ Sα ↑ Fω
β ↑ Fm ↑ Em ↑ MAE ↓

#1 � 0.761 0.604 0.657 0.845 0.046 0.781 0.687 0.712 0.841 0.061 0.731 0.607 0.664 0.790 0.097

#2 � � 0.788 0.638 0.687 0.861 0.041 0.805 0.711 0.747 0.863 0.056 0.749 0.631 0.694 0.805 0.093

#3 � � � 0.801 0.662 0.709 0.876 0.039 0.823 0.731 0.772 0.876 0.054 0.770 0.664 0.718 0.829 0.087

#4 � � � 0.809 0.677 0.719 0.888 0.036 0.835 0.758 0.798 0.889 0.051 0.792 0.693 0.751 0.849 0.083

#5 � � � 0.799 0.657 0.708 0.868 0.039 0.820 0.727 0.770 0.872 0.054 0.772 0.663 0.722 0.831 0.086

#OUR � � � � 0.812 0.684 0.723 0.892 0.036 0.837 0.761 0.802 0.891 0.051 0.795 0.704 0.758 0.852 0.082

Table 2: Ablation studies of our diffCOD. The best results are marked in bold.

(a) Image (b) GT (c) Sample 1 (d) Sample 2 (e) Sample 3 (f) Sample 4 (g) Sample 5

Figure 5: Visual results of the sampling process. (c)-(g) is the diffCOD sampling process. The time step is 200, 400, 600, 800, and 1000, respectively.

Em and MAE on the three datasets is 3.0%, 4.3%, 4.7%, 2.1% and
7.7%, respectively. Furthermore, #Our accuracy improvement over
#5 is significant, with an average increase of 6.0% in MAE metric
on the three datasets. This is a good indication that IAM integrates
diffusion features and texture features from the backbone perfectly.

Effectiveness of FF. The main role of FF is to aggregate the multi-
scale features. As shown in Table 2, compared to No. #2, No. #3 has
an average improvement of 2.2%, 5.0%, 3.8%, 2.5% and 6.0% for
Sα, Fω

β , Fm, Em and MAE on the three datasets, respectively. The
performance of #Ours on Sα, Fω

β , Fm and Em is 3.2%, 1.0%, 0.7%
and 0.3% higher than that of No. #4.

Effectiveness of ViT. To obtain the location information and texture
information of the objects in the original features, we use a ViT as a
backbone to assist the diffusion process. From Table 2, we can learn
that #Ours containing rich original features has an average improve-
ment of 2.1%, 4.5%, 3.8%, 2.1% and 6.3% over #3 for Sα, Fω

β , Fm,
Em and MAE on the three datasets, respectively. #2, which con-
tains no original features at all, has an average of 4.0%, 7.5%, 6.6%,
3.9% and 10.6% lower than #4 for Sα, Fω

β , Fm, Em and MAE on
the three data sets, respectively. In addition, to further demonstrate
the significance of conditional semantic features to guide the diffu-

sion process, we visualize the sampling process of diffCOD. From
Figure 5, we can see that our model learns part of the location infor-
mation and texture patterns of the camouflaged objects at the early
stage of denoising, and the subsequent inference process gradually
refines the final mask by training out the denoising model on this
basis. This shows that the key clues extracted by ViT are perfectly
integrated into the diffusion process with the help of FF and IAM.

5 Conclusion

In this paper, we propose a diffusion-based framework for cam-
ouflaged object detection, which changes the previous detection
paradigm of the COD community by using a generative model for
the segmentation of camouflaged objects to achieve significant per-
formance gains. To the best of our knowledge, this is the first frame-
work that employs a denoising diffusion model for COD tasks. Our
approach decouples the task of segmenting camouflaged objects into
a series of forward and reverse diffusion processes, and integrates key
information from conditional semantic features to guide this process.
Extensive experiments show the superiority over 11 other state-of-
the-art methods on four datasets. As a new paradigm for camouflaged
object detection, we hope that our proposed method will serve as a
solid baseline and encourage future research.
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