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Abstract. Producing traversability maps and understanding the sur-
roundings are crucial prerequisites for autonomous navigation. In
this paper, we address the problem of traversability assessment us-
ing point clouds. We propose a novel pillar feature extraction mod-
ule that utilizes PointNet to capture features from point clouds or-
ganized in vertical volume and a 2D encoder-decoder structure to
conduct traversability classification instead of the widely used 3D
convolutions. This results in less computational cost while even bet-
ter performance is achieved at the same time. We then propose a new
spatio-temporal attention module to fuse multi-frame information,
which can properly handle the varying density problem of LIDAR
point clouds, and this makes our module able to assess distant areas
more accurately. Comprehensive experimental results on augmented
Semantic KITTI and RELLIS-3D datasets show that our method is
able to achieve superior performance over existing approaches both
quantitatively and quantitatively. Our code is publicly available at
https://github.com/chenyirui/FASTC.

1 Introduction

Autonomous driving is a highly challenging task that requires a
reliable understanding of the local environment [18]. Producing
traversability map is an important part for environment understand-
ing, and the traversability maps can be generated through the point
clouds captured with 3D LIDAR sensors.

Although machine learning-based perception has been employed
in previous research to enable robots and vehicles to better com-
prehend their environment, such approaches are primarily tailored
for structured urban environments and road networks, limiting their
practicality in unstructured off-road rough terrain scenarios. In such
environments, it is crucial to comprehend the traversability of the
surrounding terrain for effective path planning and decision-making.
The goal of traversability estimation is to perceive whether the sur-
rounding is traversable from sparse LIDAR data. Occupancy grids
are 2D spatial maps of the environment around the vehicle con-
structed by LIDAR point cloud data which are often used for path
planing [25]. More specifically, traversability estimation aims at find-
ing out the traversability for each of the grid cells, which is a chal-
lenging task due to the sparse nature of point clouds. In addition,
off-road environments have unstructured class boundaries, uneven
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Figure 1: Overview of FASTC. FASTC is a framework that effi-
ciently generates a semantic traversability map of the surrounding
environment by taking point cloud data from 3D LIDAR as input.

terrain, strong textures, and irregular features [13]. Address these is-
sues would benefit autonomous navigation in complex environment.
Despite recent efforts on traversability analysis, the current state-of-
the-art approach [5,27] faces limitations in terms of speed and accu-
racy. This is mainly attributed to the following three reasons: Firstly,
the utilization of 3D convolution in recent works [5, 27] causes a
high computational cost and memory consumption. Secondly, recur-
rent neural networks used to aggregate multi-frame information suf-
fer from limitations in capturing significant parts, potentially leading
to confusion in the estimation of traversability semantics. Thirdly, se-
mantic networks have limitations in capturing features and may fail
to generate accurate predictions due to a restricted receptive field.
These limitations hinder the effectiveness of traversability analysis
and therefore require further investigation to improve the accuracy
and efficiency of the approach.

We aim to address the challenge of inferring semantic traversabil-
ity classes of the environment and locating obstacles rapidly for nav-
igation. Our problem is formulated by following the definition of
BEVNet [27], which divides the terrain into four cost classes based
on the traversability for a vehicle. We take into account various at-
tributes that influence the cost of traversability, including the seman-
tic and geometric properties of objects. For example, while concrete,
grass and streets are easily traversable, tree barriers and logs are
not. Furthermore, due to the varying density of LIDAR point clouds,
which are commonly used for data collection in driving scenes, the
process of assessing distant areas can be inaccurate, leading to erro-
neous predictions. Our approach seeks to overcome these challenges
to enable efficient and accurate real-time navigation in complex en-
vironments.

In this paper, we present FASTC, a novel deep learning-based
method designed to overcome the aforementioned challenges by di-
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rectly inferring the traversable classes from LIDAR scans. Our pro-
posed approach includes three key components, which aims to lever-
age the strengths of deep learning to improve the accuracy of the
traversability analysis. The first component, the pillar feature ex-
traction module utilizes PointNet [23] to extract point features and
2D convolutions to extract spatial features and generate a high-
dimensional feature map. The second one is the multi-frame fusion
module that aggregates arbitrary multi-frame information through an
attention module for more accurate perception of the distant areas.
Finally, the traversability completion module completes the classi-
fication of traversability by learning the feature map to fill in the
empty and recover the missing information, ultimately projecting the
3D data into a 2D bird’s eye view (BEV) map. With these three mod-
ules, our FASTC can effectively and efficiently infer the semantic
traversability classes of the environment and locate obstacles in real-
time for navigation. The key contributions of this work are summa-
rized as follows:

1. We propose a novel pillar feature extraction module and
traversability completion module that operate directly on sparse
3D points and generate the traversability map. This results in a
reduced computational cost while achieving better performance.

2. We propose a spatio-temporal attention module to fuse multi-
frame information, which effectively handles the varying density
problem of LIDAR point clouds. This enables our module to ac-
curately assess distant areas.

3. Experimental results on the SemanticKITTI dataset [1] and the
RELLIS-3D dataset [14] demonstrate the effectiveness of our
method by outperforming strong baselines in both on-road and
off-road settings.

2 Related Work

LIDAR-based Semantic Segmentation. Based on the type of data
input to neural networks, 3D point cloud segmentation methods can
be classified into three categories [10]: voxel-based, point-based,
and view-based methods. Point-based methods [22, 23, 39] operate
directly on raw point clouds and learn features from local points.
Voxel-based methods [5,40] convert point clouds into a voxel grid
representation, where each voxel represents a small volume of space,
and sparse convolutions are then applied to the voxel grid. View-
based point segmentation methods transform point clouds into var-
ious views or perspectives, such as range views [6, 20] or BEV
[38, 42], to extract features and identify objects or regions in the
data. These approaches allow the usage of 2D network architectures,
which can be more efficient than 3D methods while still achieving
high segmentation accuracy. Our method follows these research ap-
proaches and directly extracts point cloud features, projecting them
onto a plane for segmentation.

LIDAR-based Object Detection. 3D object detection frame-
works can be roughly classified into one-stage and two-stage meth-
ods. VoxelNet [41] is an end-to-end trainable framework that parti-
tions a point cloud into equally spaced voxels and encodes voxel fea-
tures into a 4D tensor, which is then processed by a region proposal
network (RPN) [24] to obtain proposals. Improving upon VoxelNet,
SECOND [34] has achieved better performance and faster processing
speed. LidarMultiNet [35] unifies semantic segmentation, panoptic
segmentation, and object detection tasks, incorporating various types
of supervision. Our approach is based on PointPillars [16], which
efficiently organizes point clouds into vertical columns (pillars) and
learns features from them. By extracting features directly from point

clouds and encoding them into a standardized format, our method
avoids the computationally expensive 3D convolution layers com-
monly used in object detection.

Traversability Analysis. Traversability refers to the suitability of
terrain for driving based on physical properties such as slope, rough-
ness, and surface condition. Identifying traversable regions is a sig-
nificant criterion in autonomous driving [29], where on-road scenes
are easily identifiable, but off-road scenes are challenging due to vari-
ations in terrain and the absence of visual identifiers. To estimate
traversability from perception data, prior literature proposed several
approaches, including manually designed methods [7, 32], conven-
tional machine learning-based methods [2, 30], and deep learning-
based methods [4]. Among these, learning-based approaches provide
more flexibility and can be extended to different scenarios [8, 27].
Traversability information is commonly represented in a BEV (bird’s
eye view) map. However, prior literature [26, 37] rely on high-
definition maps that are assumed to be available beforehand, which
can be costly to produce. BEVNet [27] is a deep learning model
which classifies terrain traversability in a local region around a mo-
bile robot. However, we propose several new novel modules that help
to achieve much better performance and at a even faster speed.

Attention Mechanism. Channel-wise attention was first used in
the SENet [11] by utilizing global Average-pooling and fully con-
nected layers to exploit inter channel relationships. The Non-local
networks [31] adopts self-attention for video comprehension and ob-
ject detection with remarkable performance achieved. Convolutional
block attention modules (CBAM) [33] stack both channel attention
and spatial attention in series. Li et al. [19] utilized the attention mod-
ule to focus on discriminative regions for fusing infrared and visible
images, while UFA-Fuse [36] introduced a novel and effective image
fusion strategy based on unity fusion attention. Inspired by the work
above, we also propose a spatial temporal attention module to fuse
multi-frame features. This enables our model to aggregate informa-
tion from multiple LIDAR scans, which can lead to a more accurate
perception of the environment, especially for distant objects, and bet-
ter production of the traversability map.

Our proposed method takes raw point clouds as input and gen-
erates a semantic traversability BEV map with LIDAR location as
the origin. The traversability map is classified into four levels: free,
low-cost, medium-cost and lethal. The overview of the framework
is illustrated in Fig 2. It is composed of three main modules: pil-
lar feature extraction, multi-frame fusion and traversability comple-
tion. The pillar feature extraction module discretizes the input LI-
DAR scans into a 2D grid and constructs pillar-level features, which
are then converted to feature maps in the form of pseudo-images.
The multi-frame fusion module aligns the feature maps of multiple
frames and fuses them using a novel attention model. The traversabil-
ity completion module processes the feature maps, fills in the empty
areas and produces the final traversability map.

2.1 Pillar Feature Extraction Module

Unlike prior works [27,41] that rely on computationally expensive
3D convolutions, the pillar feature extraction module divides the
sparse point cloud according to x — y coordinates to create pillars
and casts sparse point cloud features in each pillar to generate a fea-
ture map.

Point Cloud Discretization and Embedding. To leverage the
point features, we discretize them into an evenly spaced grid in the
x-y plane and organize them into vertical columns, creating a set
of pillars P with |P| = B, similar to PointPillars [17]. We denote
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Figure 2: Overall architecture of FASTC. FASTC generates a semantic traversability map of the surrounding environment from the 3D
LIDAR point cloud data in real time. The framework consists of three main modules: (1) The pillar feature extraction module discretizes the
raw point cloud into 2D grid building pillars and uses PointNet to learn pillar-wise features, which are then converted into pseudo-images
as feature maps. (2) The multi-frame fusion module aligns feature maps from multi frame scans captured at different times with the current
frame’s coordinate system and aggregates them using a fusion strategy based on a novel attention model. (3) The traversability completion
module employs an encoder-decoder structure on the feature map F to fill in blank regions and generate the final BEV traversability map.

by 1 a point in the pillar with coordinates z, y, z and reflectance
r. The points in each pillar are then augmented with x., yc, Zc,
xp and y, where c denotes the distance to the arithmetic mean of
all points in the pillar and the p denotes the offset from the pillar
x,y center. The original point cloud l; = [z;,ys, 24, n]T € Rt is
then augmented to a D-dimension one with D = 9, i.e. 1

7fau_q -
[xi,yi,zi,ri,xc,yc,zc,wp,yp}T € RY.

Due to the sparsity of the point cloud, the pillar set usually contains
a large number of empty elements, and those that are not empty will
typically contain only a small number of points. To address this, we
fix the number of points ( N ) per pillar and pre-define the number
of pillars ( P ) to create a dense input tensor of fixed size (P, N, D).
In cases where the number of pillars or LIDAR points does not reach
the predefined value, we employ zero padding to generate a fixed-size
pseudo-image. Conversely, if the number of pillars or points exceeds
the desired value, we employ random sampling to ensure a fixed data
structure.

Pillar Feature Encoding. For each non-empty pillar of size
(P, N, D), we employ a simplified version of PointNet [22] to learn
the feature representation of every point within it. Our simplified
PointNet consists of a linear layer, BatchNorm [12], and ReLU [21],
which then generates a tensor of size (P, N, C'). This tensor is then
fed to a Max-pooling layer to produce an output tensor of size
(C, P). Finally, we place all pillar-wise features to their respective
original locations in the grid, creating a BEV representation of size
(C, H,W) where H and W indicate the height and width of the grid.
The generated feature map effectively encodes both the geometry and
features of the point cloud scan in the form of pseudo-image.

2.2 Multi-Frame Fusion Module

A drawback of a LIDAR scan is that its point density varies with
respect to the distance, where regions closer to the scanner have a
higher point density than more distant areas. This can result in in-
accurate traversability classifications especially for remote regions.
To address this issue, we propose a fusion framework that lever-
ages spatio-temporal information from multiple frames to improve
the perception of sparse regions and mitigate the problem mentioned
above. This module first warps feature maps from multiple input
scans, which are captured at different times, to align with the cur-
rent frame’s coordinate system. The aligned feature maps are then
aggregated using a fusion strategy based on a novel attention model.

Differentiable Warping. We address the issue of spatial non-
synchronization among multiple frames by aligning different frames
to the same odometry using a warping process. This process trans-
forms the feature maps to the current odometry frame.

Specifically, given a intermediate feature map F; ¢, obtained from
frame ¢; with transformation matrix M, and current frame transfor-
mation matrix My, we determine the relative transform of the odom-
etry frame ¢; with respect to the current frame ¢. The transformation
matrix H; can be calculated as: H; = My, M *, which represents
the transformation matrix from the odometry frame ¢; to the current
frame ¢. To simplify the problem, we assume that there is no change
in the LIDAR’s z-axis. Under this assumption, the simplified matrix
‘H; can be represented as a 2x3 matrix with elements h;;.

The warped feature map, denoted as Fj, is obtained by applying
the transformation matrix #; to the input feature map F; ;,. Mathe-
matically, the warped feature map is expressed as:

Fi(u,v) = Fiy, (Hi[u, v, I]T) )

where (u, v) represents the spatial coordinate of the pixel. We fur-
ther employ bilinear interpolation and zeros padding to get the final
aligned features.

Fusion Module. Recent works utilize Recurrent Neural Network
(RNN) to aggregate multi-frame information. However, This design
is strongly influenced by the current input and may not effectively
capture key information across multiple frames. We present a novel
fusion approach that leverages attention mechanisms to effectively
aggregate information from multiple frames. Our fusion module is
specifically designed to identify and enhance significant features
through channel and spatial attention maps, ultimately producing the
fused feature maps. The above procedure is illustrated in Fig. 3.

The proposed fusion module takes in (K) intermediate feature
maps, denoted as Fj, € RE*H>*W L c 1 ... K, where K = 3
represents the number of frames of the input feature maps. The
fusion module computes the channel and spatial attention maps,
Mg € RO and M € R HXW based on the input feature
maps. The feature maps are then multiplied by these channel and
spatial attention maps to obtain the attention-weighted feature maps.
Finally, the attention-weighted feature maps are concatenated and fed
into a convolution of kernel size 1 x 1 to reduce the dimension and
generate the fused feature map ' € RE*#*W The complete pro-
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Figure 3: Overall architecture of our fusion module. Our fusion module aims to produce a fused feature map from K aligned intermediate
feature maps. It consists of two components: a channel attention module and a spatial attention module. The channel attention module utilizes
Max-pooling and Average-pooling with Softmax to identify significant information within each channel. Meanwhile, the spatial attention
module uses the same pooling techniques to identify the relevant regions across all channels.

cess can be described as:
Fy = M, (Fy,) ® Fy
F = M, (Fy) ®@ F, 2
F = f1><1 ([Flll; FQH; L ;Fé/})
where the ® denotes element-wise multiplication, F}, and F}, de-
note the intermediate outputs of the fusion module. The following
describes the details of each module.
(1) Channel attention module: The channel attention map M. (F})
for the feature map F, is generated through the following procedure:
AF) = AvgPool(Fy), M F = MaxPool(Fy)
1 AF, MF,
Mo(Fy) = + exp(AFk) EXP( k) ) ©)
1 exp(AFy) 305, exp(MFj)

2(2;;

where AF), € RO and MF}, € RE*1*! represent the channel
Average-pooling and Max-pooling features. Subsequently, the Soft-
max activation function is applied to the these channel features to
generate the channel attention map. The channel attention exploits
feature relationship of multi-frame feature maps and highlight on
important channel information. This provides crucial information on
"what" to fuse.

(2) Spatial attention module: The spatial attention map M (Fy,)
for the channel-attention feature map Fj, is generated through the
following procedure:

My, = f77( [AvgPool (F{) ; MaxPool ()] )
_ep(My) @
ZiKzl exp(My)

where AvgPool (F},) € R™#*W and MaxPool (F},) € RV>H*W
represent the spatial Average-pooling and Max-pooling features.
™7 denotes the 7 x 7 convolution operation, operate on the con-
catenated spatial features to obtain spatial attention features M} €
R¥>HXW Then the Softmax activation function is applied to the
these spatial features to generate the spatial attention map. The spa-
tial attention captures the spatial information and identify significant
regions. This provides crucial information on "where" to fuse.

M, (Fy) =

2.3 Traversability Completion Module

The traversability completion module adopts an encoder-decoder
structure on the previously obtained feature map F' to captures local

l q
1 ;
— 1
[ ?I I Es ]
5T e T
D block, Stride=1 D block,Stride=2 Decoder

Figure 4: Dilated block and lightweight decode. Our D block uti-
lizes group convolutions and the lightweight decoder efficiently gen-
erates the traversability map.

(d1,d2)  stride output channel  repeat
Dilated block 1,1 2 64 1
Dilated block 1,1 2 96 1
Dilated block 1,1 1 128 2
Dilated block 1,1 2 256 1
Dilated block 1,1 1 256 1
Dilated block 1,2 1 256 1
Dilated block 1.4 1 256 4
Dilated block 1,14 1 256 6
Dilated block 1,14 1 320 1

Table 1: Backbone of encoder. Channels is the number of output
channels, and the number of input channels is inferred from the pre-
vious block. When stride = 2 and repeat > 1, the first block has stride
2 and the rest have stride 1.

information with a large field-of-view for filling in blank regions and
generating the final BEV traversability map. This module is inspired
by the network structure of Regseg [9].

Dilated block. Our network adopts dilated blocks as the funda-
mental elements same as [9]. These blocks utilize group convolutions
with different dilation rates across groups to extract multi-scale fea-
tures. The overall architecture of our D block with stride = 1 and 2 are
illustrated on the left part of Fig.4, where (d1, d2) denotes the dilation
rates of the dilated blocks. The BatchNorm and ReLU follow each
convolution and we utilize the Squeeze-and-Excitation Network [11]
reduction ratio of i.

Encoder. The encoder module consists of various dilated blocks
with different (d1, d2) settings. We use (d1, d2) to represent the struc-
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ture of each block, and provide the detailed architectures in Tab. 1.
Specifically, the module starts with a 64-channel dilated block and
a 96-channel dilated block produce the feature map M, /4 at % res-
olution, followed by three 128-channel dilated blocks that generate
feature map M, /g at é resolution, and thirteen 256-channel dilated
blocks, with one final 320-channel dilated block producing feature
map M, /16 at 1—16 resolution.

Decoder. The decoder captures the features and generates the final
traversability map. Each resolution feature map corresponds to a de-
coder layer. 1 X 1 convolutions with 128 output channels are applied
to M1/16 and My 5 and 1 X 1 convolutions with 8 output channels
is applied to M /4. The up-sampling operation is performed on the
M /16 branch and added to the M; /g branch to produce M 1 /s Sub-
sequently, M /s is fed into 3 x 3 convolutions with 64 output chan-
nels, followed by an up-sampling operation and concatenation with
the Mj /4 feature map. The consolidated feature map M /4 isfed into
3 X 3 convolutions with 64 output channels and 1 x 1 convolutions
with 5 output channels. BatchNorm and ReLU are applied to all con-
volutions except for the final one. The detailed decoder architecture
is illustrated on the right part of Fig. 4.

3 Implementation Details
3.1 Loss Function and Evaluation Metrics

Our method takes LIDAR scans as input and outputs the correspond-
ing traversability map. We train the network in a supervised manner,
where we use the cross entropy loss between the ground-truth label
and the predicted label at each pixel as the loss function. We find that
this loss function is sufficient to achieve promising results and is easy
to optimize.

To evaluate the quality of our predictions and inference speed,
we use mean intersection over union (mloU) and mean accuracy
(mAcc) as quantitative measures of prediction accuracy. We com-
pute mIoU and mAcc as follows: mIoU = % Zle %,
mAcc = & Zf:l %, where C' represents the total number
of classes, T'P;, F'P;, and F'N; represent true positive, false positive,
and false negative predictions for class ¢. We also measure the speed
as a quantitative evaluation metric. Note that the dataset includes an
additional "unknown" class, which is only included in the training
procedure but excluded during the evaluation step.

3.2  Dataset Generation

Our method requires LIDAR scans as the input and the ground-truth
traversability label maps for the loss function, We evaluate the per-
formance of our method on both on-road and off-road scenes. To
get the above required data, we follow the principle of BEVNet [27]
to generate the traversability datasets from SemanticKITTI [1] and
RELLIS-3D [14]. SemanticKITTI provides point-wise annotation of
point cloud sequences for on-road scenes, while RELLIS-3D pro-
vides point-wise annotations representative of off-road scenes.
Specifically, traversability datasets are generated through the map-
ping of semantic classes to traversability classes via the aggregation
of N scans with stride S, performing points binning and ground
height estimation, and conducting traversability projection opera-
tions. The dataset is composed of the original LIDAR scan, pose, and
a2D BEV traversability grid map at each scan pose. The dataset clas-
sifies the surrounding environment into 4-level traversability classes
(free, low-cost, medium-cost and obstacle) and an additional un-
known class to represent undiscovered regions. Our dataset is sim-
ilar to BEVNet’s original setting, with a value of N =71, S =2

for SemanticKITTI and N = 141, S = 5 for RELLIS-3D. The 2D
traversability maps are sized into 51.2 m x 51.2 m with the resolu-
tion of 0.2 m.
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Figure 5: Example of Traversability Dataset. The semantic
traversability map of the surrounding environments indicates differ-
ent traversability categories with distinct colors.

3.3 Training Details

We adopt P = 80000, N =55, C =128, H=512 and W = 512. The in-
put point cloud is cropped at [(-51.2, 51.2), (-51.2, 51.2), (-3, 3)] me-
ters along X, y, z axes respectively. When generating pillars, we use
a pillar grid size of 0.2%m?. For training process, our work utilizes
the Adam optimizer [15] with an initial learning rate of 2.0e-4 and
a weight decay of 0.01. Firstly, we train a single-frame model with-
out a multi-frame fusion module until convergence. Then, we insert
the multi-frame fusion module and prohibit gradient propagation to
the pillar feature extraction module. We jointly train the multi-frame
fusion module and the traversability completion module. This two-
stage training procedure is fast and memory-efficient.

4 Experiments

We evaluate our method on both on-road and off-road scenes from
the SemanticKITTI and RELLIS-3D datasets. We use BEVNet as
our baseline and compare our method with different variants, includ-
ing BEVNet-S (single-frame input), BEVNet-TA (temporal aggre-
gation) and BEVNet-R (recurrent). Additionally, we compare our
method against various models based on Cylinder3D [40], including
Cylinder3D-TA (fine-tuned on our 4-class ontology with temporal
aggregation) and Cylinder3D-TA-3D (using Octomap with tempo-
ral aggregation)'. Our proposed model can be divided into two cat-
egories: FASTC-S, which utilizes a single-frame scan as input, and
FASTC-R, which uses multi-frame scans as input. The results of our
study are presented in Tab. 2 for quantitative evaluation and in Tab. 3
for class IoU evaluation.

4.1 Comparisons on Results with Single Frame Input.

We evaluate our approach for traversability classification tasks with
single-frame input. As shown in Tab. 2, Our approach achieves high
accuracy and operates at a fast speed of 20 fps, outperforming ex-
isting works. Visual comparisons of our method FASTC-S with
BEVNet-S are presented in Fig. 3.

I The quantitative results of Cylinder3D-TA and Cylinder3D-TA-3D are di-
rectly obtained from the reported results in [27]
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. SemanticKITTI RELLIS-3D
Method Settings mloU(%)T  mAcc(%)] | mloU(%)T mAce(%)yt | SPeeds)T
BEVNetS . . 416 59.9 55.9 76.9 10
Ours FASTC-§ | Singleframeinput | 4oy 66.7 617 82.1 20
Cylinder3D-TA-3D | N/A 408 N/A N/A
Cylinder3D-TA 46.5 N/A 41.1 N/A N/A
BEVNet-TA multi frame inputs 46.8 N/A 61.5 N/A N/A
BEVNet-R 53.5 69.16 64.4 79.2 63
Ours FASTC-M 54.4 69.38 68.6 82.7 6.2

Table 2: Quantitative results of traversability classification. We report the metrics of mloU, mAcc, and speed for both SemanticKITTI and
RELLIS-3D datasets. Our FASTC outperforms other learning based methods and achieve high accuracy and speed.

SemanticKITTI(%)
free low-cost medium-costll lethal®
BEVNet-S 64.06 48.12 15.01 39.21
Ours FASTC-S 67.05 50.00 28.01 48.70
BEVNet-R 76.80 62.00 21.50 53.82
Ours FASTC-M | 74.54 55.91 29.12 58.27
RELLIS-3D(%)

BEVNet-S 65.30 54.17 52.21 51.6
Ours FASTC-S 66.10 64.61 55.13 60.96
BEVNet-R 67.50 59.30 63.30 67.60
Ours FASTC-M | 75.45 66.70 63.65 68.30

Table 3: Detailed comparison result on traversability classes.
We show IoU of each traversability class on SemanticKITTI and
RELLIS-3D.

Results on SemanticKITTI. Our method achieves higher preci-
sion in terms of mloU and mAcc on on-road scenes, as shown in
Tab. 2 and Tab. 3. Specifically, it demonstrates an improved ability to
distinguish medium-cost and lethal classes, with 13.00% and 9.49%
improvements. Our method captures the regular road structure of the
SemanticKITTI dataset, filling in empty and unknown regions, as
shown in Fig. 6. In contrast to BEVNet, which produces false re-
sults, our method more accurately distinguishes the distribution of
obstacles and locates them.

Results on RELLIS-3D. Our method outperforms the compared
method on off-road scenes especially in the lethal and low-cost class,
with improvements of 9.36% and 10.34%, as demonstrated in Tab. 2
and Tab. 3. As shown in Fig. 6, our method accurately identifies ob-
stacles and produces a more accurate road profile. The off-road envi-
ronment presents more challenges and makes it difficult for 3D seg-
mentation methods due to the lack of environmental structure. How-
ever, our FASTC-S model can effectively handle the complex envi-
ronment, process the data, and produce reliable traversability classi-
fication results.

4.2 Comparisons on Results with Multi Frames Input.

We further evaluate our approach for traversability classification
tasks with multi-frame inputs, which include two additional in-
put scans. Tab. 2 shows that our approach effectively fuses multi-
frame information to support inference and achieves a processing fast
speed of 6.2 fps, comparable to BEVNet-R. Fig. 7 illustrates the vi-
sual comparisons of our FASCT-F method with BEVNet-R and the
single-scan method FASTC-S.

Results on SemanticKITTI. As shown in Tab. 2 and Tab. 3,
our FASTC-M outperforms BevNet-R by 1% and FASTC-S by 7%
in mloU, which demonstrates the effectiveness of our multi-frame
fusion model on on-road scenes, especially in distinguishing the
medium-cost class. FASTC-M effectively distinguishes remote re-
gions and produces accurate inferences at a large scale and exhibits
excellent performance in handling serious occlusions and complex

(a) Ground Truth

(b) BEVNet-S (c) FASTC-S

Figure 6: Qualitative comparison of single input on Se-
manticKITTI(top) and RELLIS-3D(bottom). Our FASTC-S per-
forms better in catching the local information to fill the empty (top)
and distinguishing the obstacles with superior obstacle locating (bot-
tom).

clutter changes caused by moving vehicles and bikes. In contrast,
BEVNet-R is incapable of handling different types of information
and produces sparse results, while FASTC-S fails to provide accu-
rate results in regions with complex clutter changes and occlusions.
Through visual comparisons in Fig. 7, our approach excels in iden-
tifying road trends and accurately locating potential obstacles on
the roadside. Additionally, with the inclusion of a memory module,
BEVNet-R outperforms FASTC-M in free and low-cost classes, ex-
hibiting superior ability to remember the trajectory traversed in spe-
cific areas.

Results on RELLIS-3D. FASTC-M, demonstrates superior per-
formance in off-road scenes compared to BEVNet-R, with a 4% im-
provement and a 7% improvement in FASTC-S in mloU as shown
in Tab. 2. FASTC-M performs significantly well on the free cost and
low cost classes as shown in Tab. 3 and effectively handle complex
information. As illustrated in Fig. 7, our approach excels in accu-
rately predicting road trajectories, while also identifying small, inde-
pendent obstacle regions and vegetation in the far distance.

5 Ablation Study

We perform an ablation study to analyze the impact of various com-
ponents in our proposed network architecture, FASTC, with the aim
of gaining a deeper understanding of the underlying mechanisms.
Specifically, we investigate different variants of our model and as-
sess the effects of the proposed modules (discussed in Section 5.1),
as well as the impact of the fusion strategy (discussed in Section 5.2).
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(a)Ground Truth

(b) FASTC-S  (c) BEVNetR  (d) FASTC-M

Figure 7: Qualitative comparison of single input on Se-
manticKITTI(top) and RELLIS-3D(bottom). our FASTC-M ex-
cels in identifying road trends and accurately locating small obstacle.

method SemanKHl\ZiIO U(I;SLLIS_SD Speed(fps)
Pillar+HardNet 44.2 57.3 23
3D Conv+Completion 471 59.9 8
FASTC-S 48.4 61.7 20
3D Conv+Attention+Completion 539 67.3 3.9
Pillar+ConvGRU+Completion 52.5 66.5 12.2
Pillar+Attention+HardNet 535 67.1 7.6
FAST-M 54.4 68.6 6.2

Table 4: Performance comparison of each component: The pillar
component denotes the Pillar Feature Extraction Module, Attention
denotes the Multi-Frame Fusion Module and Completion denotes the
Traversability Completion Module.

5.1 Effectiveness of Proposed Module

We conduct a comprehensive analysis of each component in our pro-
posed approach, as shown in Tab. 4. BEVNet can be roughly de-
scribed as a network architecture consisting of 3D Convolution, Con-
vGRU [28] and HardNet [3]. To identify the contribution of each
module, we replaced them one by one and evaluated their effect.

Ablation for pillar feature extraction module. As shown in
Tab. 4, our proposed pillar feature extraction module demonstrates
superior performance in both speed and accuracy compared to the
3D convolution method. The ablation study shows that the module
effectively captures local point features and generates precise feature
maps. Furthermore, its vertical column (pillar) structure enables sig-
nificantly lower memory usage. Our module improves performance
by approximately 1% and increases speed from 8fps to 20fps.

Ablation for multi-frame fusion module. Our ablation study
demonstrates the efficacy of our multi-frame fusion module in cap-
turing significant features from different frame feature maps, result-
ing in improved prediction accuracy. Notably, our module achieves
this without relying on recurrent neural networks, leading to a per-
formance increase of approximately 2%, as shown in Tab. 4.

Ablation for traversability completion module. Our abla-
tion study reveals that the superior performance of our proposed
traversability completion module is attributed to the utilization of di-
lated convolutions, which effectively enlarges the perceptual field of
the network and captures more information. Our experiments on the
SemanticKITTI and RELLIS-3D datasets achieve an improvement
of 4% in accuracy compared to the baseline, as shown in Tab. 4.

SemanticKITTI RELLIS-3D
mloU(%) mAcc(%) | mloU(%) mAcc(%)
pre-fusion 54.4 69.38 68.6 83.2
in-fusion 50.1 65.12 65.0 80.2
post-fusion 46.3 62.1 65.1 79.6

Table 5: Effectiveness of different fusion strategies: Our results
demonstrate that pre-fusion strategy produces superior results on
both SemanticKITTI and RELLIS-3D datasets.

5.2 Effectiveness of Order of Fusion Stragtegy

In our proposed approach for processing multi-frame LIDAR scans,
we adopt a sequential pipeline comprising a wrapping function, a fu-
sion module and a traversability completion module. We refer to the
fusion strategy as pre-fusion. In this study, we explore two additional
strategies for multi-frame fusion, namely in-fusion and post-fusion.
The fusion operation is placed at the end of the pipeline to obtain
the final output in both in-fusion and post-fusion methods. In the
in-fusion strategy, the wrapping operation is performed before the
traversability completion module, while in the post-fusion method, it
is performed after.

Tab. 5 demonstrates the exceptional performance achieved by our
pre-fusion strategy. It leverages an attention module to remove ir-
relevant information and enables the completion module to generate
more accurate classifications that are unaffected by sparse or incor-
rect data. In contrast, the in-fusion and post-fusion strategies tend to
postpone the aggregation of information, resulting in inferior perfor-
mance due to erroneous information. We believe that our pre-fusion
strategy has the potential to address issues of uncertainty and incor-
rectness in future work.

6 Conclusion and Limitations

In this paper, we tackled the challenging problem of traversability
assessment for navigation. To achieve this, we proposed a novel
framework called FASTC, which achieves end-to-end traversabil-
ity classification of local regions in LIDAR point clouds by learn-
ing point features and encoding them into feature maps in the form
of pseudo-images using a Pillar Feature Extraction Network. An
attention mechanism is employed to aggregate multi-features and
a traversability completion module architecture is used to gener-
ate traversability BEV maps. The experiments showed that FASTC
outperforms existing methods in terms of both classification accu-
racy and computational speed on the SemanticKITTI (on-road) and
RELLIS-3D (off-road) traversability datasets.

Limitations We assume neglecting translation and rotation along
the z-axis to simplify the differentiable warping process. However,
this assumption may not hold for extremely uneven terrain. Addition-
ally, our network lacks memory modules, leading to limited long-
term memory capability in the temporal dimension and incomplete
recollection of trajectories in certain areas. We plan to address these
shortcomings in future improvements.
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