Selective Learning for Sample-Efficient Training in Multi-Agent Sparse Reward Tasks

Xinning Chen\textsuperscript{a,*}, Xuan Liu\textsuperscript{a,**}, Yanwen Ba\textsuperscript{a}, Shigeng Zhang\textsuperscript{b}, Bo Ding\textsuperscript{c} and Kenli Li\textsuperscript{a}

\textsuperscript{a}College of Computer Science and Electronic Engineering, Hunan University, China
\textsuperscript{b}School of Computer Science and Engineering, Central South University, China
\textsuperscript{c}School of Computer Science, National University of Defense Technology, China

Abstract. Learning effective strategies in sparse reward tasks is one of the fundamental challenges in reinforcement learning. This becomes extremely difficult in multi-agent environments, as the concurrent learning of multiple agents induces the non-stationarity problem and sharply increased joint state space. Existing works have attempted to promote multi-agent cooperation through experience sharing. However, learning from a large collection of shared experiences is inefficient as there are only a few high-value states in sparse reward tasks, which may instead lead to the curse of dimensionality in large-scale multi-agent systems. This paper focuses on sparse-reward multi-agent cooperative tasks and proposes an effective experience-sharing method, Multi-Agent Selective Learning (MASL), to boost sample-efficient training by reusing valuable experiences from other agents. MASL adopts a retrogression-based selection method to identify high-value traces of agents from the team rewards, based on which some recall traces are generated and shared among agents to motivate effective exploration. Moreover, MASL selectively considers information from other agents to cope with the non-stationarity issue while enabling efficient training for large-scale agents. Experimental results show that MASL significantly improves sample efficiency compared with state-of-the-art MARL algorithms in cooperative tasks with sparse rewards.

1 Introduction

Deep reinforcement learning (DRL) has shown its advantage in sequential decision-making control tasks by employing neural networks as approximators, such as Atari games, game theory and robot control [6, 8, 13, 18]. However, recent success depends heavily on a well-formed reward function that provides explicit feedback to each agent at each step. For some complex tasks with sparse reward, such as autonomous driving and robotic control, learning an optimal policy becomes extremely difficult for agents due to the lack of feedback signals. Sparse rewards are delayed, which provide feedback to agents only in a few states (e.g., when the agent reaches a goal), while in most cases, agents are not rewarded. Discovering high-value states in sparse reward tasks is a hard exploration problem for agents, which has not been well studied in the RL domain.

For single-agent environments, previous studies on sparse reward have improved exploration efficiency by using additional supervised signals, such as expert demonstrations [37, 40], intrinsic rewards [1, 29, 38]. However, without considering the complex interactions between multiple agents, these methods cannot be directly applied to multi-agent settings. In multi-agent tasks, the sparse reward challenge is aggravated by the need for policy coupling and the non-stationarity of environments.

To promote cooperation in large state space, existing multi-agent reinforcement learning (MARL) algorithms take advantage of experience sharing. The centralized training with decentralized execution (CTDE) paradigm is widely used to enable agents to share their experience during centralized training [9, 19, 24]. However, fully sharing experience among agents may lead to the curse of dimensionality as the joint state-action space grows exponentially with the number of agents [27]. Recent works have tried to simplify the learning process by adopting techniques of inverse kinematic [17, 30], attention mechanism [14, 15, 23], mean field theory [39] and dropout [16]. However, useful information may be overlooked in the process of reducing interaction. How to maximize the valuable experiences while simplifying the interaction remains a question, which is particularly important in the tasks with sparse reward.

In this paper, we focus on sparse reward in cooperative multi-agent scenarios, where both the challenges brought by sparse reward and inherent non-stationarity greatly reduce learning efficiency. We propose a method called multi-agent selective learning (MASL) to achieve sample-efficient training. The key idea of MASL is to select only valuable experiences of other agents instead of the whole huge trajectory space to accelerate the learning process. First, inspired by the advanced idea of using a backtracking model to improve sample efficiency [10], we introduce a centralized backtracking model for multiple agents, which generates recall traces from high-value samples. More importantly, each agent not only speeds up learning by imitating its own recall traces, but also shares the traces with other agents for aiding effective exploration. Second, we propose to selectively use information of the related agents but not all, which effectively mitigates the non-stationarity of the multi-agent environments and enhances the scalability of our approach in scenarios with more agents. Last but not least, considering that it is difficult to identify high-value experiences when all agents obtain a shared team reward, we specifically consider fully cooperative tasks with shared team reward and design a retrogression-based selection method to overcome the difficulty of recognizing contributors from the shared reward.

The contribution of this paper is summarized as fourfold:

1) We propose multi-agent selective learning (MASL), an effective method to boost learning efficiency in multi-agent cooperative tasks.
with sparse rewards.

2) We introduce a centralized backtracking model to guide cooperative exploration and exploit a regression-based selection method to extract high-value agent trajectories from the team’s success.

3) We propose a selector to selectively use information from other agents based on their relevancy to improve the training speed of centralized learning.

4) We conduct several cooperative multi-agent tasks with sparse reward setting to evaluate the performance of MASL. Experiment results show that MASL achieves higher sample efficiency than the baselines, especially in sparse tasks with large-scale agents.

2 Background

2.1 Multi-agent Reinforcement Learning

Multi-agent tasks are generally modeled as a partially observable Markov Game (POMG)[21]. When agents face a cooperative task with a shared reward function, the POMG is then described as a decentralized Partially Observable Markov decision process (DEC-POMDP). It can be formally defined as a tuple \( \langle S, A, O, Z, P, r, \gamma \rangle \), where \( S \) is the set of environment states. Each agent \( i \in \{1, \cdots, N\} \) chooses its own action \( a_i \in A \), forming a joint action \( a = (a_1, \cdots, a_N) \) which induces a state transition according to the state transition function \( P(s'|s, a) : S \times A \times S \rightarrow [0, 1] \). Each agent receives a partial observation \( o_i \in Z \), which is drawn from the observation function \( O(s, i) : S \times N \rightarrow Z \). Each agent \( i \) obtains a reward as a function of the state and agent’s action \( r_i : S \times A \rightarrow \mathbb{R} \).

In cooperative tasks, each agent of a team always shares the same reward, i.e., \( r_1 = r_2 = \cdots = r_N \). The shared reward may lead to the credit assignment problem, which is a key problem that restricts agents from identifying and reusing their high-value experiences in sparse reward tasks. The agent aims at learning a policy \( \pi_i(a_1) \) that maximizes the accumulation of expected future rewards \( \mathbb{E}[R_t] \) where \( R_t = \sum_{t=0}^{T} \gamma^t r_t \) and \( T \) is the time horizon. \( \gamma \in [0, 1] \) is the discount factor. We denote joint quantities over agents in bold.

2.2 Multi-Agent Deep Deterministic Policy Gradient

Applying single-agent RL algorithms to the multi-agent case causes environment instability. To alleviate this problem, multi-agent DDPG (MADDPG)[24] is proposed to learn a centralized critic for each agent, which allows agents to obtain the other agents’ observations and actions during training.

Specifically, the centralized critic for agent \( i \) is represented by \( Q_i^\phi(s, a) \) taking the environment state \( s = (a_1, \cdots, a_N) \), and the joint action \( a = (a_1, \cdots, a_N) \) as inputs, where \( \mu = \{\mu_1, \cdots, \mu_N\} \) is the set of all agents’ policies parameterized by \( \theta_i \). The centralized critic parameterized by \( \omega_i \) is updated based on:

\[
\mathcal{L}(\omega) = \mathbb{E}_{s,a,r,s'|\sim D} \left[ (Q_i^\phi(s, a) - y_i)^2 \right],
\]

where \( y_i = r_i + \gamma Q_i^\phi(s', a') | a' = \mu'(s', a') \) and \( \mu' = \{\mu_1', \cdots, \mu_N'\} \) is the set of target policies with delayed parameters \( \omega_i' \).

Note that the centralized critic is only used in the training phase, and the policy is decentralized based on local observation which is updated by maximizing the objective \( J(\theta_i) = \mathbb{E} \sum_{t=0}^{T} \gamma^t r_t \) as:

\[
\nabla_{\theta_i} J(\theta_i) = \mathbb{E}_{s,a,T} \left[ \nabla_{\theta_i} \mu_i(a_i) \nabla_{a_i} Q_i^\phi(s, a) | a_i = \mu_i(s_i) \right].
\]

2.3 Backtracking Model

Training a well-performing policy in sparse reward tasks through random exploration is challenging, as only a few states yield high value and thus the sample efficiency is low. [4, 10] simultaneously propose to learn a backtracking model to generate traces that lead to high value states. The generated recall traces are used to improve the agents’ policy by guiding the agent to effectively explore the high-value states.

More concretely, given a high-value state \( s_{t+1} \), the backtracking model \( B_\phi = q_\phi(s_t, a_t | s_{t+1}) \) parameterized by \( \phi \) predicts a previous state \( s_t \) and an action \( a_t \) that given state \( s_t \) can lead to state \( s_{t+1} \), thus produces sequences of \( (s_t, a_t) \)-tuples forming recall traces. The policy \( \pi_\theta \) is updated based on trajectories collected by RL algorithm. Agents imitate recall traces given by:

\[
\mathcal{L}_B = \sum_{t=0}^{H} \log \pi_\theta(a_t | s_t),
\]

where \( (s_t, a_t) \)-tuples are sampled from the recall traces stored in buffer \( B \) and \( H \) is the time horizon.

At each iteration, the backtracking model is trained with agent trajectories filtered by returns. For training stability with continuous-valued states, backtracking model models the density of state variation \( \Delta s_t = s_t - s_{t+1} \) rather than the raw \( s_t \) and is updated as:

\[
\mathcal{L}_B = \log \prod_{t=0}^{H} q(\Delta s_t, a_t | s_{t+1})
\]

To build an effective backtracking model, it is required to collected high value states, which can be easily selected in single-agent RL algorithms based on the received rewards or \( Q \)-values estimated by the critic. However, in multiple-agent scenarios where agents share a team reward, how to identify which agent has visited a high value state remains an issue.

3 Methodology

As discussed before, both the challenge of sparse reward and non-stationarity hinder the learning process. To address these challenges, MASL utilizes two techniques: 1) it backtracks the trajectories of high-value states to help agents avoid the unguided exploration process to speed up training. 2) it selects the information of other \( K \) agents based on the relevancy, rather than all agents, stabilizing the environment appropriately.

MASL is built on the framework of centralized training and decentralized execution. As shown in Fig.1, each agent \( i \) learns an independent deterministic policy \( \mu_i(a_i | o_i; \theta_i) \) parameterized by \( \theta_i \) and a Q-network \( Q_i(a_i, o_i; \omega_i) \) parameterized by \( \omega_i \), where \( o_i \) and \( a_i \) represent observation and action, respectively. More importantly, the selectors for agents and a centralized backtracking model \( B_\phi \) are used for selective learning in the training phase. During the execution, the backtracking model, selectors and Q-value networks will be removed, allowing each agent to act based on its local policy.

3.1 Backtracking Based on Optimal Trajectory Selection

To improve sample efficiency in sparse reward tasks, we introduce the backtracking model in RL to multi-agent tasks. However, it is inefficient to directly apply the model to MARL because of the need to identify high-value states and the neglect of collaboration. Therefore, we mainly deal with two key problems: 1) How to improve multi-agent cooperation using the backtracking model? 2) How to identify high-value trajectory when all agents share a reward?
First, we design a global backtracking model that is shared among all agents to facilitate cooperative exploration. When an agent discovers a high-value state within the vast state space, we expect that all agents could benefit from the valuable experience. Instead of directly sharing past experiences, we utilize the high-value states to generate recall traces, which are then shared among agents to expedite the exploration process. An example is shown in Fig. 2, where two agents are exploring the environment to reach the targets. When agent A2 discovers a target (e.g., a landmark) and successfully identifies the high-value state to guide the other agent to reach the known high-value states from a new path. In this way, agent A1 can quickly recognize the state and acquire the individual ability to reach a certain target in the early stage. Second, we propose a retrogression-based selection method to select the optimal trajectories for backtracking.

**Backtracking model for multi-agent scenarios.** Consider a fully cooperative game with $N$ agents with policies parameterized by $\theta = \{\theta_1, \ldots, \theta_N\}$. Each agent $i$ shares a team reward and only has a partial observation $o_i$, which is treated as the agent’s private state.

In the training phase, we maintain a centralized backtracking model $B_\phi$ shared by all agents. The backtracking model $B_\phi$ utilizes agents’ good private states to generate traces for $N$ agents to train their policies. As shown in Fig. 1, $B_\phi$ is composed of an observation generator and an action generator. Given a high-value observation $o^H_i$ of agent $i$, the action generator $q(\bar{a}_i|o^H_i)$ generates an action $\bar{a}_i$ that may cause the high-value state. The observation generator $q(\Delta o_i|o^H_i, \bar{a}_i)$ outputs the observation variation $\Delta o_i = o_i - o^H_i$ according to $o^H_i$ and $\bar{a}_i$, by which we get a previous observation $\hat{o}_i$ indirectly and then further obtain a sequence of $(\hat{o}_i, \hat{a}_i)$-tuples as recall trace $\hat{\tau}$ for policy training.

To achieve cooperation exploration, a natural idea is knowledge sharing. Therefore, each agent shares their recall traces with the other agents. We omit the the subscript of recall traces in the following content. Given observation $\hat{o}$, the policy $\mu_\theta$ parameterized by $\theta_t$ is updated to guide agents to take action $\hat{a}$ as:

$$L(\theta_t) = \log \mu_\theta(\hat{a}) = \sum_{t=0}^{M} \log \mu_\theta(\hat{a}|\hat{o})$$  \hspace{1cm} (5)

Since the backtracking model $B_\phi$ predicts previous actions and observations based on agents’ high-value observations, the distribution of recall traces should match the distribution of the high-value trajectory as closely as possible. Given a high-value trajectory $\tau = (o^1, a^1, r^1, \ldots, o^T, a^T, r^T)$, $B_\phi$ is trained by:

$$L(\phi) = \log \prod_{t=0}^{T} q(\Delta o_t, a_t|o_{t+1})$$
$$= \sum_{t=0}^{T} \log q(a_t|o_{t+1}) + \log q(\Delta o_t|a_t, o_{t+1}).$$  \hspace{1cm} (6)

**Figure 1.** The architecture of MASL.

**Retrogression-based trajectory selection.** Effective identification of high-value agent trajectories is crucial for training both policies and backtracking models. When each agent receives an individual reward, it becomes easy to identify high-value states based on this reward. However, in fully cooperative environments where all agents receive the same reward, extracting high-value agent trajectories from the team’s success poses a challenge. To address this, we propose a retrogression-based selection method for shared reward tasks to identify high-value agent trajectories. Inspired by the concept that one step backward for two steps forward, we deduce contributors by observing the change of shared reward after taking steps back.

When agents get a high value team reward on the journey of exploration, all the agents take a step backward in turn and observe how reward changes. Then, it is able to infer which agent contributes to the high-value reward (e.g., achieving the target). Specifically, according to the team reward obtained by agents, we define a dynamically changing baseline reward $R^b(t)$ as a high-value judgment criterion. Moreover, since it is always unrealistic to make the system state recovery, we use a rule-based strategy as an auxiliary policy for selecting the high-value trajectories. Given experiences $\{(o_i^t, a_i^t, r_i^t, \bar{r}_i^t)\}_{i=1}^N$, if $r_i^t > R^b$, we test each agent in turn to identify the high value state in the set $\{o_i^{t+1}\}_{i=1}^N$: Agent $i$ (from $i = 1$ to $N$) takes an action following a rule-based strategy $a_i = \pi_r(o_i)$, getting back to its previous position. And the other agents take actions to keep themselves staying on the spot. If the backward behavior of agent $i$ leads to a reduction in the reward obtained, it is asserted that the agent $i$ contributes to the team’s reward. Therefore, we select the private state $o_i^{t+1}$ of the agent $i$ as a high value observation. In the end of each episode, the selected high-value agent trajectories are deposited to a high-value buffer $\tilde{B}$. Note that the rule-based strategy can be conducted based on the system principles or using some pre-training policies. Moreover, to maintain the stability of policy learning, the transitions collected by using the rule-based strategy will not be put into the replay buffer.

Considering that the policies of the agents co-evolve with training, it is inefficient to perform the selection process every time a high-value reward is obtained. Actually, with the improvement of policies, the team reward obtained by agents gradually increases. For a powerful team, setting a large baseline reward to promote them to explore more optimal policy is necessary. Therefore, to make the retrogression-based trajectory selection process more efficient, we periodically update the baseline reward $R^b$ to the highest reward obtained as a measure of learning progress. The retrogression-based trajectory selection process begins when $r_i^t > R^b$, and ends when all the contributors are identified ($t \leq 0$) or the game ends ($t \geq T$). Moreover, agents only execute the retrogression-based selection process once in an episode. Thus, it needs to expend $N$ time steps (in the case that agent $N$ is the contributor to great reward) at most interacting with the environment for selecting the high-value trajectories.
3.2 Training Based on Key Information Selection

Although sharing and imitating backtracking trajectories improves sample efficiency, agents still suffer from the unstable environment. Therefore, we allow agents to obtain information from the other agents for stable training, and select key information for learning efficiency and scalability.

Driven by an intuitive sense that, for an agent, there is little impact from the agents not urgently related. Instead of constantly paying attention to all teammates, agents should focus on agents who are correlated. It is important to note that limiting the information considered by agents can increase the environment’s instability. To mitigate this and expedite training, we introduce a selector for each agent that learns to select K agents’ information. Moreover, we measure agent correlation based on the similarity of their observations, driven by the intuition that neighboring agents are more likely to interact.

Specifically, the selector of agent i takes all agents’ observations and actions \((o, a) = [(o_i, a_i), (o^{-i}, a^{-i})]\) as input, where \((o^{-i}, a^{-i}) = [(o_j, a_j), j \in \{1, \cdots, N\}, j \neq i]\). To learn which agents need to be coordinated with, the selector computes the relevance weight \(w_{ij}\) for each agent \(j\) by matching their observations. As shown in Fig.1, the weight \(w_{ij}\) compares \(o_i\) with \(o_j\) by using the computationally efficient scale dot score function to get \(s_{ij} (o_j, a_j) = \frac{d}{d'} \cdot s \), where \(d\) is the dimensionality of the observation. Then the matching values are passed into a softmax function to obtain relevancy weights:

\[
w_{ij} = \frac{\exp(s_{ij}(o_j, a_j))}{\sum_{j \neq i} \exp(s(o_k, a_k))},
\]

(7)

Then, we get a normalized weight vector \(W_i \triangleq (w_{i1}, \cdots, w_{iN})\), \(j \neq i\), which satisfies \(\sum_{j \neq i} w_{ij} = 1\). According to the weight vector \(W_i\), we select K agents in a sample way and obtain an vector \(z_i = \{z_{i1}, \cdots, z_{ij}, \cdots, z_{iN}\}\), \(z_{ij} \in \{0, 1\}\), where

\[
 z_{ij} = \begin{cases} 1, & \text{if agent } j \text{ is selected or } j = i \\ 0, & \text{if agent } j \text{ is unselected} \end{cases}
\]

(8)

By combining \(z_i\), the other agents’ information \((o^{-i}, a^{-i})\) are transferred to \(\hat{o}^{-i}, \hat{a}^{-i}\), given by

\[
\hat{o}^{-i} = \{z_{i1} \cdot o_{1}, \cdots, z_{ij} \cdot o_{j}, \cdots, z_{iN} \cdot o_{i}, j \neq i\}
\]

\[
\hat{a}^{-i} = \{z_{i1} \cdot a_{1}, \cdots, z_{ij} \cdot a_{j}, \cdots, z_{iN} \cdot a_{i}, j \neq i\}
\]

(9)

where the filtered out agents’ information is replace by a zero vector. Finally, the selector outputs \((\hat{o}, \hat{a}) = \{(o_i, a_i), (\hat{o}^{-i}, \hat{a}^{-i})\}\).

Take the case of 3 agents as an example, we have the two possible output configurations for agent 1:

\[
\{(o_1, a_1), (o_2, a_2), (\vec{0}, \vec{0})\}, \{(o_1, a_1), (\vec{0}, \vec{0}), (o_3, a_3)\}
\]

In off-line learning, networks are updated with mini-batch samples from the replay buffer \(D\). Therefore, the selector selects K agents based on the average weight of the mini-batch samples. Then, it can be seen as the information of the unselected agents is dropped out in current training round, thus narrowing the critic networks and yielding faster training.

With the selector applied, the centralized critic is trained to minimize the loss function:

\[
\mathcal{L}(\omega) = \mathbb{E}_{o,a,r,o' \sim D} \left[ (Q^{\mu}_t(\hat{o}, \hat{a}; \omega_t) - y_t)^2 \right],
\]

(10)

where \(\hat{o} = (o_1, \cdots, o_N)\) and \(\hat{a} = (a_1, \cdots, a_N)\) is the observations and actions selected by the selector, respectively. And target Q-value

\[
y_t = r_t + \gamma Q^{\mu}_t' (\hat{o}', \hat{a}'; \omega'_t | s_t = s_t', a_t = a_t'),
\]

where \(\omega_t\) and \(\theta_t\) are the parameters of target critic network and the target policy network for agent \(i\) respectively.

The policy for agent \(i\) is updated by maximizing the objective,

\[
\nabla_{\theta_i} J(\theta_i) = \mathbb{E}_{o,a \sim D} \left[ \nabla_{\theta_i} \mu_t(a_i) \nabla_{a_i} Q^t(\hat{o}, \hat{a}; \omega_t)|a_i = \mu_t(o_i, \theta_i) \right],
\]

(11)

Finally, the policy for each agent is updated by two terms, one over the trajectories collected by interaction as Eq.11 and another over the recall traces generated by the backtracking model as Eq.5.

4 Experiments

In this section, we perform experiments to investigate the effectiveness of our method on two continuous control tasks of resource collection and rover exploration, which are modified from the widely used multiple-particle environment (MPE) benchmark [24].

4.1 Setup

In this section, we evaluate the proposed algorithm against several MARL methods and answer the flowing question:1) Does MASL improve sample efficiency and yield faster learning? 2) Is it still available in large state space? 3) Does it achieve more advanced results than state-of-art algorithms? We compare MASL with several state-of-the-art solutions, including MADDPG [24], DDPG [20], MADDPG-MD [16], mean field reinforcement learning(MF) [39], multiple-actor-attention-critic (MAAC) [14] and independent generative adversarial self-imitation learning (IGASIL) [11].

Metrics. Three metrics are used to measure the performance of an algorithm: 1) Episode Reward: the accumulated reward of each episode; 2) Quantity: the number of goals finished at the end of each episode; 3) Distance: the sum of the agent distance to the nearest goal at the final step of episode.

Training Details. For all scenarios, the backtracking model generates trajectories of 3 steps for training. We set \(K=2,3,4\) for the resource collection task with \(N=5,8\) and \(10\) agents respectively. For the rover exploration task with \(N=6, 8\) and \(12\) agents, we set \(K=4, 5, 6\) respectively. More details can be found in Appendix A.2.1

4.2 Resource Collection Tasks

Environment Settings. The resource collection task requires agents to collect resources in multiple resource pools. There are \(N\) agents and \(L\) resource pools, as shown in Fig.3(a). The agents are generated at random locations and try to mine all the resource pools while avoiding collision. Each agent gets a positive reward related to the number of mining resource pools and a negative reward when collisions happen. In the fully shared reward setting, each agent shares a global reward at each time step, equal to the sum of each agent’s individual reward. To evaluate the learning efficiency of our method, we first observe whether MASL learns faster compared to the baselines described above. Then we compare the final achievement to answer the second question. We evaluate the performance of MASL in the cases of \((N = 5, L = 5), (N = 8, L = 8)\) and \((N = 10, L = 12)\), where we add the mean field reinforcement learning (MF) algorithm as a baseline in the more general case of \((N=10, L=12)\).
Results. As shown in Fig. 3, where we plot the episode reward of different algorithms as the training progresses, MASL outperforms the other methods in all the cases. It is clear that MASL learns more rapidly and reaches higher episode rewards earlier than the baselines. In contrast, the other methods converge to suboptimal performance due to limited exploration. Moreover, it is noteworthy that as the number of agents increases, MASL maintains its superior performance in terms of learning speed and final reward attainment.

In the case of 5 agents, DDPG performs slightly worse than MADDPG. However, when the number of agents increases to 8, DDPG achieves similar performance as MADDPG. This result suggests that considering all other agents from the beginning might hinder the learning process, especially with a larger number of agents. The comparison between MASL and MAAC reveals that MASL’s selection mechanism outperforms the soft attention method used in MAAC. The use of multiple attention heads in MAAC increases network complexity and requires significant time to learn attention distributions. In contrast, MASL, which considers $K$ key agents based on raw observations, proves to be more effective. IGASIL exhibits poor performance as it fails to identify valuable experiences from shared rewards. Moreover, IGASIL incurs a training and running time that is more than triple that of MASL, due to its use of a discriminator for each agent. In contrast, MASL identifies high-value trajectories from the shared rewards and selectively shares experiences, thereby improving sample efficiency.

To test the final performance during execution, we evaluate the algorithms in the Distance and Quantity metrics. As shown in Table 1, MASL mines more resource pools and causes a smaller agent distance to each resource pool.

### 4.3 Rover Exploration Tasks

Environment Setting. The rover exploration task requires a team of agents to coordinate exploration of an area simultaneously, as shown in Fig. 4(a). $N$ agents learn to cooperatively explore different $L$ target areas separately. The number of agents required to explore a target area is termed the coupling requirement, which is unknown for agents. Agents receive a shared reward related to the number of the explored areas. The rover exploration tasks bring more challenges to agents due to the requirement of deep cooperation. We evaluate MASL in the cases of $(N = 6, L = 3)$, $(N = 8, L = 4)$ and $(N = 12, L = 3)$.

Results. We first summarize the results of the $(N = 6, L = 3)$ and $(N = 8, L = 4)$ rover exploration scenarios, where the coupling requirement is 2. As shown in Fig. 4(b), the reward curve of MASL grows significantly faster than the other methods. MASL agents learn quickly to form a team of two to explore an area in RE-6 scenarios. Similar results can be found in RE-8 scenario $(N = 8, L = 4)$. As the number of agents increases, the size of joint state space increases rapidly, which slows down the training process. However, MASL still maintains an advanced performance (see Fig. 4(c)). We observe in the experiments that the independent DDPG agents quickly learn to reach the nearest target, while MADDPG agents learn to explore different areas but often fail to form a team. In contrast, once an agent reaches a target occasionally, MASL quickly learns to form teams to explore different targets.

To evaluate the performance of MASL in long-horizon tasks, we conduct experiments on the 100-step rover exploration task with 12 agents and 3 areas $(N = 12, L = 3)$, which require agents to explore 3 areas with a high coupling requirement of 4. As shown in Fig. 4(d), MASL still achieves higher sample efficiency in the long-term games compared with the baselines of MADDPG-MD and MADDPG.

![Figure 3](image-url) Resource collection tasks: (a) Task description; (b-d) Episode rewards in the case of $(N = 5, L = 5)$, $(N = 8, L = 8)$ and $(N = 10, L = 12)$.

![Figure 4](image-url) Rover exploration tasks: (a) Task description; (b-d) Episode rewards in the case of $(N = 6, L = 3)$, $(N = 8, L = 4)$ and $(N = 12, L = 3)$.

### Table 1. Resource collection: The number of resource pools being mined and the sum of agents distance to the resource pools.

<table>
<thead>
<tr>
<th></th>
<th>Quantity</th>
<th>Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N = 5$</td>
<td>$N = 8$</td>
</tr>
<tr>
<td>MASL</td>
<td>4.32</td>
<td>6.81</td>
</tr>
<tr>
<td>MADDPG-D</td>
<td>3.99</td>
<td>5.51</td>
</tr>
<tr>
<td>DDPG</td>
<td>3.52</td>
<td>5.48</td>
</tr>
<tr>
<td>MADDDP</td>
<td>3.66</td>
<td>5.50</td>
</tr>
<tr>
<td>MAAC</td>
<td>4.11</td>
<td>4.99</td>
</tr>
<tr>
<td>IGASIL</td>
<td>3.10</td>
<td>1.88</td>
</tr>
</tbody>
</table>

...
Table 2. Rover Exploration: the number of fully explored targets and the sum of agents distance to target areas.

<table>
<thead>
<tr>
<th></th>
<th>N=6</th>
<th>N=8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Quantity</td>
<td>Distance</td>
</tr>
<tr>
<td>MASL</td>
<td>2.14</td>
<td>3.05</td>
</tr>
<tr>
<td>MADDPG-D</td>
<td>1.19</td>
<td>1.12</td>
</tr>
<tr>
<td>DDPG</td>
<td>1.11</td>
<td>1.0</td>
</tr>
<tr>
<td>MADDPG</td>
<td>1.23</td>
<td>1.34</td>
</tr>
<tr>
<td>MAAC</td>
<td>1.93</td>
<td>2.60</td>
</tr>
<tr>
<td>IGASIL</td>
<td>0.54</td>
<td>0.56</td>
</tr>
</tbody>
</table>

Table 2 demonstrates the number of fully explored targets by teams of two agents and the sum of agent distance to target areas in the tasks with coupling requirement of two. The superiority of our method shows that the proposed selective learning method improves sample efficiency and promotes effective exploration, while becomes more significant as the number of agents increases.

4.4 Ablation Study

We perform ablation experiments on a 6-agent rover exploration task(RE-6:N=6, L=3) to study the effectiveness of key components of MASL: 1) the backtracking model that generates recall traces and 2) the selector that selects the information of the other \( K \) agents.

Ablation on the backtracking model. We study the importance of learning from recall traces by comparing against MASL with backtracking removed, which refers to Select. To demonstrate the sensitivity of our algorithm to the parameter of backtracking length, we set the length to 1, 3 and 10 respectively. Fig. 5(a) shows the performance in the training phase, the x-axis is the training episode, and the y-axis is the accumulated reward of each episode. It’s clearly shown that MASL strictly dominates Select in the final performance, which indicates that learning from recall traces yields deeper exploration. It is seen that different backtracking lengths may result in rather different results. A long backtracking length (10 steps) leads to insufficient exploration, while a short length (1 step) cannot provide enough guidance. MASL with backtracking 3 steps provides appropriate guidance for the rover exploration tasks.

Ablation on the hyperparameter \( K \) of the selector. We study the effectiveness of the selector by changing the number of selected agents \( K \). The hyperparameter \( K \) can be seen as a trade-off factor between training speed and stability. Note that from the perspective of agents, the larger the \( K \), the more stable the environment. However, the input space also grows quickly with the increase of \( K \), leading to slow policy learning and sub-optimal performance. The case of \( K=0 \) equals to a variant of MASL called DDPG+BM, which applies the backtracking model to DDPG. The case of \( K = 6 \) equals to a MASL variant that removing the selector. As shown in the Fig.5(b), the setting of \( K = 4 \) is the best in this environment, which speeds up training while ensuring stationary to a certain extent. It suggests that the trade-off between efficient training and stability can be found by selectively considering the information of other agents.

Ablation on the similarity metrics of the selector. We further study the effectiveness of similarity metric based on observations. The key information selection mechanism selects the other related agents based on their observations. However, the measurement of the relevancy between agents is an open question. Therefore, since the observations and actions is shared between agents, we add two variants: 1) MASL-oa which select key information based on both observations and actions as the criterion; 2) MASL-act which measures relevance based on actions; 3) MASL-random that selects \( K \) agents randomly. The original version of MASL is denoted as MASL-o. We conduct experiments in the rover exploration task of 6 agents to verify the effectiveness of using the matching degree of observations as a correlation measurement between agents. The experimental result is shown in the Fig. 5(c), all of the selection mechanisms based on relevance outperform the random selection mechanism (MASL-random), which indicates that it is useful to focus on related agents. Compared with MASL-oa and MASL-act, MASL-o has better performance. Although we allow the agents to access all observations and actions during the training process, observations contain more information than actions and thus become a better measure of relevance. Actions may act as noise in the selection process, which affects the accuracy of related agents’ information selection when MASL-oa agents learning.

4.5 Discussions

In this section, we study the scalability and applicability of MASL to best show its advantage in sparse reward tasks.

Scalability study. To evaluate the scalability of MASL, we train agents in the resource collection scenarios with \( N = [5, 8, 10, 20] \) agents respectively, and then report the final target completion rates of MASL compared with MADDPG-MD and mean field reinforcement learning (MF) [39], which are designed to address large-scale agents. The MF algorithm is added as a baseline method, which approximates the interaction within agents using an average effect to enable coordination between large-scale agents. As shown in the Fig. 5(d), MASL achieves higher target completion rates than the other baselines, even in the large-scale scenario with 20 agents. We observe that MASL only sacrificed 0.93\% of the computation time (see Appendix A.4 for the detailed computational complexity analysis) to improve the sample efficiency by 8.8\% compared with MADDPG-MD when \( N = 5 \). The sample efficiency of MASL is improved.
by 30.2% in the case of \( N = 20 \). We also study the scalability of the trained MASL agents by transferring the trained policies of 5 agents to 30 agents, and testing MASL in the environment of 30 agents \((N = 30, L = 30)\). We observed that the trained decentralized policies of MASL in easy tasks can be directly scale to complex tasks with large-scale agents, while achieving a higher target completion rate of 36%, surpassing MADDPG-MD (24.7%). MASL improves the sample efficiency for sparse reward tasks, especially in large-scale scenarios.

**Applicability study.** Since we propose MASL in the context of tasks with shared reward, we further study the applicability of MASL by considering tasks with reward forms of individual rewards and partially shared rewards. We change the reward function of the resource collection environment to use individual reward and partially shared reward respectively, where each agent gets a positive reward when it mines a resource pool in the individual reward setting. For the partially shared reward setting, agents obtain a reward related to the number of resource pools mined by the whole team and are punished when it collides with other agents. As shown in Fig. 6, MASL achieves faster learning efficiency than the baselines in both cases. We observe that the algorithms perform better in both cases compared to the fully shared reward setting. It suggests that different reward functions greatly affect the performance of the algorithms, while the shared sparse reward brings difficulties in credit assignment. When agents access individual rewards, the contribution of agents can be differentiated directly based on the rewards. In this case, MASL accelerates learning by utilizing the backtracking model and selectors without the need of performing the retrogression-based selection process. In the case of partially shared reward, the learning process of agents is similar to that of shared reward case, since the individual contributions cannot be clearly distinguished. MASL generally improves sample efficiency, especially in tasks with shared rewards. Moreover, MASL has broad applicability to sparse reward tasks beyond the shared reward settings.

## 5 Related Work

**Sparse reward in reinforcement learning.** To deal with the sparse reward challenge, an intuitive method is reward shaping [26], but it requires domain knowledge and lacks design generality and expandability. Return decomposition paradigm is proposed recently to redistribute sparse environmental feedback [5]. RRD [32] learns long-term reward redistribution via randomized return decomposition. Intrinsic motivation based methods have been widely studied to aid in exploration by adding intrinsic rewards [1, 29, 38]. Recent works have benefit from leveraging past experiences to promote sample efficiency [33, 28, 4, 10]. Self-imitation learning (SIL) [28] imitates the agent’s own past good experiences. Some works [4, 10] generate traces from past high-value states by a learned backtracking model. GPRIL [34] reasons demonstrated states from expert demonstrations by using generative models. However, these methods usually cannot be directly applied to multi-agent environments with shared rewards, since they rely on the identifiability of high-value samples (high-reward transitions or expert demonstrations). There are some works making tentative exploration to solve sparse reward in multi-agent tasks. MAGAIL [36] extends GAIL [12] to multi-agent cases by using expert demonstrations. MERL [25] introduces evolutionary algorithm to maximize the sparse team-based objective under the assumption that dense agent-specific rewards are accessible. IGASIL[11] combines SIL with GAIL to guide agents to explore around high-reward regions. CMAE [22] learns coordinated exploration in restricted state spaces, which only works well on tasks with discrete state space. MAGIC [2] drives efficient exploration by learning consistent goal recognition.

**Multi-agent reinforcement learning.** Policy learning in cooperative multi-agent tasks suffers from the non-stationary environment. To deal with the non-stationarity problem, MADDPG [24] extends DDPG [20] to multi-agent setting and proposes to use a centralized critic. Since MADDPG gets all agents’ information as input, its training efficiency and scalability are limited by the dimension of state and action spaces. To improve the efficiency of centralized training, MADDPG-MD [16] introduces the dropout technique to drop out the received messages from other agents with a certain probability. Unlike MADDPG-MD that chooses agents randomly, our work selects agents based on relevancy by an effective selector. Mean Field method [39] reduces the input dimension by approximating the interactions within the population of agents with an average effect. MAAC [14] aggregates all weighted agent information by using attention mechanism. SePS [3] recognizes heterogeneous agents and shares parameters among them for improving computational efficiency. Some work has developed an attractive way to exploit centralized learning by learning a joint state-action value function and address the credit assignment problem to some extent [7, 9, 31, 35]. The proposed retrogression-based selection method addresses the credit assignment problem of sparse team reward tasks by interacting with the environment and reasoning from the changes in rewards.

None of the existing works explicitly solve the sparse reward problem and the scalability problem of centralized training. In stark contrast, MASL fully considers the cooperation among agents and improves sample efficiency by sharing recall traces. Moreover, MASL yields efficient learning of large input dimensions by selecting key information.

## 6 Conclusions

In this paper, we propose an efficient training method called multi-agent selective learning (MASL), to improve sample efficiency for multi-agent sparse-reward tasks. By using a centralized backtracking model, MASL learns not only from traces obtained by interacting with the environment but also from recall traces generated by the backtracking model. Moreover, we design a selector to improve learning efficiency while balancing stability. Experiments show that MASL significantly speeds up learning in several multi-agent sparse-reward tasks, especially in tasks with large-scale agents. Ablation studies show that both learning from recall traces and focusing on relevant agents jointly accelerate training and aid in exploration under sparse rewards.
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