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Abstract. We present a novel approach to address the multi-agent
sparse contextual linear bandit problem, in which the feature vec-
tors have a high dimension d whereas the reward function depends
on only a limited set of features - precisely s0 � d. Furthermore,
the learning follows under information-sharing constraints. The pro-
posed method employs Lasso regression for dimension reduction,
allowing each agent to independently estimate an approximate set
of main dimensions and share that information with others depend-
ing on the network’s structure. The information is then aggregated
through a specific process and shared with all agents. Each agent
then resolves the problem with ridge regression focusing solely on
the extracted dimensions. We represent algorithms for both a star-
shaped network and a peer-to-peer network. The approaches effec-
tively reduce communication costs while ensuring minimal cumula-
tive regret per agent. Theoretically, we show that our proposed meth-
ods have a regret bound of order O(s0 log d + s0

√
T ) with high

probability, where T is the time horizon. To our best knowledge, it
is the first algorithm that tackles row-wise distributed data in sparse
linear bandits, achieving comparable performance compared to the
state-of-the-art single and multi-agent methods. Besides, it is widely
applicable to high-dimensional multi-agent problems where efficient
feature extraction is critical for minimizing regret. To validate the ef-
fectiveness of our approach, we present experimental results on both
synthetic and real-world datasets.

1 Introduction

Cooperative multi-agent bandit is a suitable framework to tackle
complex decision-making problems across a broad spectrum of ap-
plications such as Ad-Hoc networks [22], personalized recommen-
dation systems [14], traffic management [31], and the like. In such
a framework, the challenge is to enable each agent to learn from its
own experiences while considering the actions and rewards of other
agents in the system. Given the limitations imposed by the environ-
ment, it is crucial to simultaneously keep communication between
agents to a minimum during the learning process. To simplify the
bandit problems with a large set of arms, it is common to assume a
specific model for the payoff functions [26], e.g., the linear structure
between actions and rewards [21].

The state-of-the-art research about multi-agent linear bandit prob-
lems seldom considers the high dimensional action space [11, 13].
The dimension of the action space accounts for a dominant part in
both regret bound [17] and communication cost [9, 18]. Real-world
settings often entail noisy components comprising web or mobile-
based contexts [17, 6], while most relevant features are small and
yield a sparse model parameter. The main challenge in sparse lin-
ear bandits is learning the sparse structure of the reward function, as

only a small subset of features are relevant for prediction, whereas
others are irrelevant or noisy. By relying on prior knowledge or pre-
sumptions about the sparsity structure, the sparse linear bandit frame-
work offers a potent mathematical model to address this challenge
[27, 2, 24].

We propose a novel multi-agent linear bandit algorithm that han-
dles high-dimensional action space when only a minor subset of di-
mensions is related to the reward. Despite its versatility, a multi-
agent version of sparse linear bandits remains unexplored. We de-
velop a collaborative information-sharing mechanism with low com-
munication cost that assists the agent in fast and accurate estima-
tion of the support set of the sparse parameter. To the best of our
knowledge, only [9] tackles decentralized sparse bandits; Neverthe-
less, compared to our model, it includes several limiting assumptions.
Specifically, our cooperative framework integrates information shar-
ing among agents into the high-dimensional linear bandit algorithm.
Besides, it does not require any prior knowledge regarding the sparse
structure. Our main contributions are summarized as follows.

• The CTL Algorithm: We propose an innovative solution, namely,
the Cooperative Thresholded Lasso Linear bandit (CTL) algo-
rithm, for the multi-agent sparse linear bandit problem. Our pro-
posal leverages the combination of ridge estimation for arm selec-
tion and parameter estimation and thresholded Lasso bandit for di-
mension reduction. We consider two variants of in-network com-
munication: i) centralized framework, where a central server node
aggregates the information from all agents and then distributes
the results to them, and ii) decentralized peer-to-peer framework,
where agents communicate directly with each other without coor-
dination of the central server node. To reduce the communication
burden, we propose a communication framework that reduces the
total communication rounds to O(log T ). Our algorithm is sim-
ple and easily generalizable, meaning that it can accommodate
other dimension reduction techniques or different communication
network topologies using little adaptations. That remarkable ro-
bustness and flexibility make CTL an attractive solution for multi-
agent sparse linear bandit problems.

• Performance Evaluation: We establish that the high proba-
bility group regret bound of our proposed CTL algorithm is
O(s0 log d + s0

√
T ), where T , s0 and d refer to the number of

time steps, non-zero elements in the feature vector and the dimen-
sion of the feature vector, respectively. Besides, we prove that the
total communication cost is O(s0 log T ). These bounds show that
CTL is a practical solution for multi-agent sparse linear bandit
problems that balances the trade-off between communication and
computation cost while retaining low cumulative regret.

• Numerical Experiment: We demonstrate the efficacy of the CTL
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algorithm through extensive numerical experiments. We compare
our proposed algorithm with a series of state-of-the-art sparse
linear bandit algorithms, including the Thresholded Lasso [4],
Sparsity-Agnostic Lasso [24], and Doubly-Robust Lasso [17]. Ex-
periments on synthetic- and real-world datasets show the superior
performance of our proposal. The results highlight the advantages
of utilizing a multi-agent framework compared to a single agent
with the same number of observations. Besides, we compare our
method with a multi-agent low-dimensional algorithm [9], effec-
tively showing the superiority of our approach. The CTL algo-
rithm outperforms the referenced method not only in terms of cu-
mulative regret but also by imposing significantly fewer simplifi-
cation assumptions.

1.1 Related Works

Our work is closely related to the research on multi-agent linear ban-
dits and sparse linear bandits. In this section, we review the state-
of-the-art research in both directions and then highlight connections
between them.

Multi-agent bandit problem has gained great attention in the past
few years [30, 3, 12]. The proposed strategies for multi-agent prob-
lems are dividable into two main categories. Most related works as-
sume that agents continually select from a limited subset of arms
and exchange their beliefs about the best arm in their playing set
[7, 8, 28]. Reference [7] proposes a teamwork model in which the
agents decide whether to pull the arms of a bandit or broadcast their
obtained rewards over several epochs, aiming to maximize the to-
tal rewards. The model captures a three-way tradeoff between ex-
ploration, exploitation, and communication. They also show that the
proposed decentralized algorithm with a Value-of-Information com-
munication strategy converges rapidly to the performance of a cen-
tralized method. However, in our research and some others, all agents
face the same environment; That is, they share the entire set of arms
among agents. Thus, the algorithm must consider all arms at each
time step. Our research is tightly related to the literature in multi-
agent linear bandits such as [29, 18]. Wang et al. [29] present a
communication-efficient algorithm under the coordination of a cen-
tral server, allowing every agent to have immediate access to the
complete full network information. Compared to [29], our proposed
algorithm considers both a centralized and decentralized structure;
Hence it covers a wide range of applications. Reference [18] studies
distributed linear bandits in peer-to-peer networks, where each agent
can only send information to one randomly chosen agent per round.
We consider centralized and decentralized communication networks
and allow for less frequent communications. Besides, to our best
knowledge, previous research rarely considers the sparse parameter.

Another line of research related to ours is the sparse linear ban-
dit problem. Some papers in that direction assume the availability of
side information about the sparse model parameters [2, 15, 17]. For
example, to tackle the sparse linear stochastic bandit problem, [2] in-
troduces a technique, namely, online-to-confidence-set conversion, to
construct high-probability confidence sets for linear prediction with
correlated inputs. However, it requires the sparsity level of the model,
i.e., the size of the support set. Reference [15] leverages ideas from
linear Thompson sampling and relevance vector machines, resulting
in a scalable approach that adapts to the unknown sparse support.
That paper also assumes prior knowledge of a slightly larger set of
support for the model parameter. Recently, studies on sparse linear
bandits overcome that limitation [24, 4], which do not require any
prior information about the sparse parameter of the model. More-

over, thresholding has become a natural and efficient way to feature
selection in online and offline learning [4, 32, 25], which achieves
excellent performance in sparse linear bandit. Thus, establishing a
dependable interval for the threshold value is necessary and crucial
for the algorithm to operate effectively. The most proximate study to
our current context can be found in [4], wherein the authors employ
the Lasso framework coupled with thresholding to retain and revise
the support set of the model parameter. However, our endeavor not
only operates within the domain of a multi-agent scenario but also
presents a contrast in the feature selection process. Unlike the ap-
proach described in [4], where the feature selection occurs at every
time step, our method accomplishes it only logarithmically with re-
spect to T , total time steps, leading to significant computational ad-
vantages without compromising the overall accuracy of the results.
As a result, the computational expense associated with Lasso esti-
mation diminishes significantly while simultaneously upholding the
overall accuracy of the final outcome.

The paper structure is as follows: Firstly, in Section 2, we provide
a formal statement of the problem. Then, we discuss the algorithm
for centralized and peer-to-peer settings in Section 3. In Section 4,
we establish a regret bound for our proposed algorithm. We evaluate
our proposal numerical using synthetic- and real datasets in Section
5.

2 Problem Formulation

2.1 Model and Notation

We consider a multi-agent high-dimensional linear bandit problem
with N agents. Let T become the problem horizon, i.e., the number
of rounds to be played. At each time step t ∈ [T ], each agent i ∈ [N ]
receives a set of K context vectors Ai

t ⊂ R
K×d sampled from one

unknown distribution. Each agent i selects an action Ai
t ∈ Ai

t based
on the previous observations in round t and obtains the reward yi

t,

yi
t := 〈Ai

t, θ
∗〉+ ωi

t, (1)

where θ∗ ∈ R
d is an unidentified sparse parameter, and ωi

t is sub-
Gaussian noise with a zero mean. Parameter θ∗ and Ai

t are both high-
dimensional d � 1, while parameter θ∗ is sparse, which means
the number of non-zero elements s0 = ‖θ∗‖0 � d. In other
words, θ∗ is s0-sparse and s0 is a constant but unknown integer.
Furthermore, if F i

t is the σ-algebra generated by random variables
(Ai

1, A
i
1, y

i
1, . . . , A

i
t−1, y

i
t−1,Ai

t), A
i
t is F i

t -measurable. The noise
term ωi

t is independent across agents given F i
t and Ai

t. Moreover, we

have the sub-Gaussian property such that E[eαωi
t ] ≤ eα

2σ2/2, ∀α ∈
R, where σ is a positive constant. This inequality implies that the
moment-generating function of ωi

t exists and is bounded, which is a
desirable property in many statistical and mathematical models.

At time step t, the instantaneous expected regret of each agent
i ∈ [N ] yields

rit := E[max
A∈Ai

t

〈A−Ai
t, θ

∗〉].

The cumulative regret for any agent i is Ri(T ) :=
∑T

t=1 r
i
t. The

objective of each agent is to minimize its overall cumulative regret
as an individual.

Notation The �0-norm of a vector x ∈ R
d is ‖x‖0 =∑d

j=1 1 {xj �= 0}. The set S(x) := {j ∈ [d] = {1, 2, . . . , d} :
xj �= 0} stands for the support of a vector x. For each agent
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i, the empirical Gram matrix that the arms produced under a cer-
tain algorithm is represented by Σ̂t,i = 1

t

∑t
s=1 As,iA

�
s,i. For any

B ⊂ [d], we define xB := (x1,B , . . . , xd,B)
� where for all j ∈ [d],

xj,B := xj1{j ∈ B}. Additionally, we define xmin as |xj |’s min-
imal value on its support: xmin := minj∈S(x) |xj |. The weighted

norm-2 of vector x ∈ R
d is defined as ‖x‖A :=

√
x�Ax, where

A ∈ R
d×d is a positive definite matrix. We define the minimum

eigenvalue of a matrix A as λmin(A).

2.2 Assumptions

Below, we outline our assumptions that mostly stem from [24, 4],
and compare them to those in the related literature.

Assumption 1 (Context vector and parameter constraints) For
the feature vector θ∗, we assume that ‖θ∗‖1 ≤ s1 for some unknown
constant s1 and ‖θ∗‖2 ≤ s2, where s2 is a positive constant.
Besides, we assume that the context vector’s �∞-norm is bounded:
for all t, i ∈ [N ] and for all A ∈ Ai

t, ‖A‖∞ ≤ sA, where sA > 0 is
a constant.

Bounded norms of model parameter and feature vectors are common
assumptions in high dimensional linear models [17, 20].

Assumption 2 (Compatibility condition) We specify the compati-
bility constant φ(M,S0) as

φ2(M,S0) := min
x:‖xS0

‖1 �=0

{
s0x

�Mx

‖xS0‖21
:‖xSc

0
‖1≤3‖xS0‖1

}

for a matrix M ∈ R
d×d and a set S0 ⊂ [d]. We assume that for

the Gram matrix of the action set Σ := 1
K

∑K
k=1 EA∼pA

[
AkA

�
k

]
satisfies φ2(Σ, S(θ∗)) ≥ φ2

0, where φ0 is some positive constant.

In the high dimensional statistics literature, the compatibility condi-
tion appeared for the first time in [5]. It is similar to the standard
Gram matrix positive-definiteness for the ordinary least square esti-
mator for linear models, but less constricting. The compatibility con-
dition ensues that the parameter’s truly active components are not
strongly correlated. According to many pertinent studies, Assump-
tion 2 is essential for the consistency of the Lasso estimation.

Assumption 3 (Relaxed symmetry [24]) For the distribution pA of
A, there exists a constant ν ≥ 1 such that for all 
A ∈ R

K×d with

pA( 
A) > 0, pA( �A)

pA(− �A)
≤ ν.

Assumption 3 stems from [24]. According to this assumption, the
joint distribution pA may exhibit skewness, but this skewness is
subject to some constraints. It is known that a broad class of con-
tinuous and discrete distributions, such as Gaussian distributions,
multi-dimensional uniform distributions, and Rademacher distribu-
tions, satisfy the property of relaxed symmetry. This property ensures
that the distribution remains symmetric even in the presence of small
deviations from the perfect symmetry, allowing for some degree of
skewness while still maintaining overall balance.

Assumption 4 (Balanced covariance [24]) For any permutation γ
of [K], for any integer k ∈ {2, . . . ,K − 1} and a fixed θ∗, there
exists a constant Cb > 1 such that

CbEA∼pA

[
(Aγ(1)A

�
γ(1) +Aγ(K)A

�
γ(K))

· 1{〈Aγ(1), θ
∗〉 < . . . < 〈Aγ(K), θ

∗〉}
]

� EA∼pA

[
Aγ(k)A

�
γ(k)1{〈Aγ(1), θ

∗〉 < . . . < 〈Aγ(K), θ
∗〉}

]
.

We adapted Assumption 4 from [24]. The statement is valid for a va-
riety of distributions, such as multivariate Gaussian distribution and
uniform distribution on the sphere. It still applies when contexts are
independent of one another with any arbitrary distributions [24].

Assumption 5 (Sparse positive definiteness) For each B ⊂ [d],
define ΣB = 1

K

∑K
k=1 EA∼pA [Ak(B)Ak(B)�], where Ak(B) is

a |B|-dimensional vector, which is extracted from the elements of Ak

with indices in B. There exists a positive constant α > 0 such that
∀B ⊂ [d],

|B| ≤ s0 + (4νCbs0)/φ
2
0 and S(θ∗) ⊂ B

⇒ min
v∈R|B|:‖v‖2=1

v�ΣBv ≥ α.

The parameters φ0, ν, and Cb match those of Assumption 2, 3, and
4. According to Assumption 5, the context distribution around the
support of θ∗ is sufficiently diverse. In low dimensional linear bandit
literature, Assumption 5 is commonly used (e.g., [19, 10, 16]).

Algorithm 1: Centralized Cooperative Thresholded Lasso
Bandit Algorithm (CCTL)

initialisation: λ0, ξ, Ŝ1 = {1, . . . , d}, and
∀i ∈ [N ] : M i

1 = Id×d, bi1 = 01×d

for t = 1, 2, . . . , T do
for agent i ∈ [N ] do

θ̂it ← (M i
t )
−1bit

Observe context vectors of all arms Ai
t ∈ R

K×d

Ãi
t ← remove dimensions [d] \ Ŝt from Ai

t

Select k′ = argmaxk∈[K]〈Ãi
t,k, θ̂

i
t〉

Observe reward yi
t

Add Ai
t,k′ to Ai and yi

t to Yi

Update weights M i
t+1 = M i

t + Ãi
t,k′(Ãi

t,k′)� and

bit+1 = bit + yi
tÃi

t,k′

end
if logξ(t) ∈ N then

λt ← λ0

√
2 log t log d

t

Tt ← N × λt

for agent i ∈ [N ] do
θ̂it ← argminθ{ 1

t
‖Yi − 〈Ai, θ〉‖22 + λt‖θ‖1}

Ŝi
t+1 ← {j ∈ [d] : |(θ̂it)j | > Tt}

end

server: Ŝt+1 ←
N⋃
i=1

Ŝi
t+1

each agent i ∈ [N ]: Update M i
t+1 and bit+1

according to Ŝt+1

end
else

Ŝt+1 ← Ŝt

end
end

3 Algorithm

In this section, we present the Cooperative Thresholded Lasso ban-
dit algorithm (CTL), which adapts the concept of thresholding in [4]
and the LinUCB algorithm [1]. In this method, each agent selects
an action based on an estimate of the feature vector θ∗ at each time

H. Barghi et al. / Cooperative Thresholded Lasso for Sparse Linear Bandit200



step t. The estimation follows from two main working components,
ridge regression, and the thresholded Lasso. Instead of computing the
decision-making policy in high-dimensional space d, with the help
of thresholded Lasso, the agents decide in a space with a “reduced”
number of dimensions, which reduces the computational cost signif-
icantly.

In the federated setting, where agents have different actions and es-
timations, the communication protocol design is critical. In this sec-
tion, we first consider a centralized communication framework where
there exists a centralized server node that coordinates the communi-
cation among agents. Under the centralized communication protocol,
each agent periodically communicates with the centralized server and
synchronizes itself with other agents. We then extend the framework
to a decentralized peer-to-peer network setting. Theoretical guaran-
tees are provided for the performance of both structures.

3.1 Centralized Framework with a Server Node

Algorithm 1 summarizes the centralized version of CTL (CCTL),
which operates as follows. Initially, each agent i assigns M i

1 = Id×d

and bi1 = 01×d for use in ridge regression. Additionally, Ŝt pro-
vides an estimate of the support set of θ∗ and is initialized with
Ŝ1 = {1, . . . , d}, including all dimensions. At each step t, every
agent chooses an action optimistically based on the estimated θ̂it,
while only considering the dimensions provided in Ŝt. After receiv-
ing the reward, each agent updates its estimate based on ridge re-
gression. During the synchronization step, when logξ t ∈ N and
a > 1, agents obtain an estimate via Lasso, which is used to esti-
mate the support of θ∗ with appropriate thresholding computation.
We select the regularizer based on the setting in [4]. Unlike [4], here
we only perform one threshold procedure. To save communication
costs, agents only share their estimate of θ∗’s support. After synchro-
nization, the server node obtains the final estimate of Ŝt by taking the
union of the support sets of the shared sets.

Remark 1 Similar to [23], the algorithm above is generalizable by
selecting a random subset of agents in each synchronization step.
That approach allows for more flexibility in network coverage, par-
ticularly in scenarios where not all agents are consistently online in
the system. Additionally, it enables the management of large-scale
systems in which many agents are involved, and limited communi-
cation capacity is a potential bottleneck. By carefully selecting only
a subset of agents to participate in each synchronization round, the
algorithm can effectively balance communication demands with the
computational and operational capabilities of the system while still
maintaining a high degree of accuracy in the estimation of Ŝt.

3.2 Decentralized Peer-to-Peer Framework

In this scenario, each agent communicates directly with its neigh-
bors via a decentralized peer-to-peer protocol. The communication
network is modeled by an undirected network G = (N,E), where
ei,j ∈ E if agent i and j can communicate directly, or in other
words, i and j are neighbors. Define Ni as the neighbors of agent
i. At each synchronization step, the algorithm proceeds as follows:
Once each agent obtains the estimation of θ∗’s support, it randomly
selects a neighbor and receives the corresponding support’s estima-
tion of that selected neighbour. This additional information is then
integrated into the agent’s own support estimation through a union
operation, enabling the agent to enhance the recall and robustness
of its estimate. Here, recall refers to the probability of the main di-
mensions appearing in the support estimation. All other steps in the

algorithm remain similar to those described in the centralized ver-
sion. Algorithm 2 summarizes the Decentralized peer-to-peer CTL
algorithm (DCTL).

Algorithm 2: Decentralized Peer-to-Peer Cooperative
Thresholded Lasso Linear Bandit Algorithm (DCTL)

initialisation: λ0, ξ, Ŝi
1 = {1, . . . , d}, and

∀i ∈ [N ] : M i
1 = Id×d, bi1 = 01×d

for t = 1, 2, . . . , T do
for agent i ∈ [N ] do

θ̂it ← (M i
t )
−1bit

Observe context vectors of all arms Ai
t ∈ R

K×d

Ãi
t ← remove dimensions [d] \ Ŝi

t from Ai
t

Select k′ = argmaxk∈[K]〈Ãi
t,k, θ̂

i
t〉

Observe reward yi
t

Add Ai
t,k′ to Ai and yi

t to Yi

Update weights M i
t+1 = M i

t + Ãi
t,k′(Ãi

t,k′)� and

bit+1 = bit + yi
tÃi

t,k′

end
if logξ(t) ∈ N then

λt ← λ0

√
2 log t log d

t

Tt ← 2× λt

for agent i ∈ [N ] do
θ̂it ← argminθ{ 1

t
‖Yi − 〈Ai, θ〉‖22 + λt‖θ‖1}

Ŝi
t+1 ← {j ∈ [d] : |(θ̂it)j | > Tt}

Select agent j ∈ Ni to communicate and obtain
its estimate S̃j

t+1

Ŝi
t+1 ← S̃i

t+1

⋃
S̃j
t+1

Update M i
t+1 and bit+1 according to Ŝi

t+1

end
end
else

Ŝt+1 ← Ŝi
t

end
end

4 Performance Analysis

4.1 Centralized Framework

Theorem 1 Consider a system consisting of N agents connected by
a server node. Every agent uses Algorithm 1 to select arms in each
time step. Under Assumption 1-Assumption 5, we can establish the
existence of a positive constant c such that λ0 = 4

√
cσsA. Then, for

all d ≥ exp(4/c) and T ≥ 2, with probability at least (1 − δ), the
following inequality holds:

Ri(T ) ≤ 2sAs1τ +
8K

√
ξ√

ξ − 1
(
√

ξT − 1)√√√√√√√
σ2C2

a(s0 +
16s0νCb

φ0
)2 log2 T+

(s22 − 2σ2 log δ)Ca(s0 +
16s0νCb

φ0
) log T

+ 2KsAs1

(
1− T 1−2N

2N − 1
+

4

NC2
0

+ (s0 +
16νCbs0

φ2
0

)2

40sAνCb

α

)
,

H. Barghi et al. / Cooperative Thresholded Lasso for Sparse Linear Bandit 201



where τ = max
{ 2 log(2d2)

C2
0

, exp
(
2 log ξ + 2

c

)}
.

Proof 1 (Proof sketch) We outline the proof of Theorem 1 as fol-
lows.

• Performance Analysis of Estimated Support Set: Given that Al-
gorithm 1 iteratively reduces the dimension, the initial step in
evaluating the regret bound for our proposed method entails as-
sessing the estimated support set following each synchronization
round. To this end, we present the following Lemma to give a tight
lower bound for the probability of the existence of S(θ∗) and the
extent of false positive features in this estimation (Ŝt). We prove
Lemma 1 in [33] Appendix A.1.

Lemma 1 (Centralized Framework) Assume that, for each agent
i ∈ [N ], assumptions 1, 2, 3, and 4 hold. Then for all t ≥
2 log(2d2)

C2
0

with C0 := min{ 1
2
,

φ2
0

512s0s
2
A
νCb

} the event Et =

{|Ŝt \ S(θ∗)| ≤ 16s0νCb

φ2
0

and S(θ∗) ⊂ Ŝt} holds true with prob-

ability at least

1−
(
2 exp

(
− t′λ2

t′

32σ2s2A
+ log d

))N

− exp

(
−Nt′C2

0

2

)
,

where t′ = ξ
logξ t�.

Lemma 1 extends the support recovery outcome of the Thresholded
Lasso Bandit, as stated in [4], to the scenario of multiple agents
exchanging information among each other. The reliance on s0 in-
stead of d is similar to that of the offline result (as Theorem 3.1 of
[32]) and the bandit setting illustrated in Lemma 5.4 of [4]. Our
thresholding approach, combined with the allowance of agents to
share their estimated sets, facilitates a more precise dimension
reduction through the learning process, effectively removing the
reliance on d for estimation error when t exceeds 2 log

(
2d2

)
/C2

0 .
This, in turn, leads to improved regret bounds as compared to
those established in existing literature, such as [24] or [4].

• Minimal Eigenvalue of the Empirical Gram Matrix: We intro-
duce the notion of Σ̂t,i as the empirical Gram matrix on the esti-
mated support of agent i, up to time step t. This matrix is a fun-
damental tool to capture the pairwise relationships between esti-
mated survival probabilities at different time points. The desirable
property of positive definiteness of Σ̂t,i ensures that it is not only
invertible but also allows for the utilization of powerful mathe-
matical tools for statistical inference. Our proposed lemma aims
to establish the positive definiteness of Σ̂t,i, even when the un-
derlying data generating process is not i.i.d. Notably, this lemma
shares similarities with Lemma 5.6 presented in [4].

Lemma 2 Under Assumptions 1 and 5, for any agent i ∈ [N ] and
for all t ∈ [T ], we have:

P(λmin(Σ̂t,i) ≥
α

4νCb
|Et) ≥

1− exp

⎛
⎝log

(
s0 +

16s0νCb

φ2
0

)
− t′α

20sAνCb(s0 +
16s0νCb

φ2
0

)

⎞
⎠,

where t′ = ξ
logξ t�.

The proof of this Lemma is similar to that of Lemma 5.6 in [4],
albeit with a minor change. Mainly, in the utilization of Lemma

F.10 [4], we must modify the upper bound for the size of estimated
support set Ŝt to s0 + (16s0νCb)/φ

2
0, while retaining all other

steps unchanged.
• Instantaneous Regret Upper Bound: Below, we state a lemma

that serves to bound the instantaneous regret for each agent i ∈
[N ]. We prove this lemma in Appendix A.2 based on [1].

Lemma 3 For any t ∈ [T ] and each agent i ∈ [N ], with probabil-
ity at least 1− δ the instantaneous regret rit = E[maxA∈Ai

t
〈A−

Ai
t, θ

∗〉] is upper bounded as

rit ≤
K∑

k=1

E

[
(
∥∥∥Ai

t,k

∥∥∥
(Mi

t )
−1

+
∥∥∥Ai

t

∥∥∥
(Mi

t )
−1

)(σ

√
log

(
det(M i

t )

δ2

)

+‖θ‖∗2)|A
i
t ∈ Ri

k, Et,G
α

4νCb
t,i

]

+2KsAs1
(
P((Et)

c) + P((G
α

4νCb
t,i )c|Et)

)
,

where Ri
k := {Ai

t ∈ R
K×d : k ∈ argmaxk′〈Ai

t,k′ , θ∗〉} and

Gλ
t,i := {λmin(Σ̂

i
Ŝt
) ≥ λ}.

With the aforementioned lemmas, we can prove Theorem 1, as pro-
vided in [33] Appendix B.

4.2 Decentralized Peer-to-Peer Framework

Theorem 2 Consider a network of N agents connected via a fix con-
nected graph. In each time step, the system chooses arms using the
algorithm 2. There is a positive constant c such that λ0 = 4

√
cσsA

under the necessary conditions of 1-5. We hereby declare that the
following inequality holds true with a probability of at least 1−δ for
any d ≥ exp(4/c) and for all T ≥ 2

Ri(T ) ≤ 2sAs1τ +
8K

√
ξ√

ξ − 1
(
√

ξT − 1)√√√√√√√
σ2C2

a(s0 +
16s0νCb

φ0
)2 log2 T+

(s22 − 2σ2 log δ)Ca(s0 +
16s0νCb

φ0
) log T

+ 2KsAs1

(
1− T 1−2N

2N − 1
+

4

NC2
0

+ (s0 +
16νCbs0

φ2
0

)2

40sAνCb

α

)
,

where τ = max
{ 2 log(2d2)

C2
0

, exp
(
2 log ξ + 2

c

)}
.

Remark 2 The proof of Theorem 2 is almost identical to that of the
centralized version with a notable difference. Specifically, it pertains
to the communication process, whereby each agent interacts exclu-
sively with an agent at every step. Consequently, it behooves us to
assign N = 2 in equation (10) in Appendix B and proceed with the
remaining steps in a similar manner.

5 Experimental Results

In this section, we evaluate our methods described in Section 3 in
the context of solving a sparse linear bandit problem. Our theo-
retical analysis, as outlined in 1 and 2, demonstrates regret of or-
der O(s0 log d + s0

√
T ) which is comparable to the state-of-the-

art lasso-bandit algorithms. To evaluate our approach numerically,
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Figure 1. Synthetic Data: Comparison of CCTL and DCTL algorithms with state-of-the-art single-agent sparse linear bandit algorithms. The x-axis
represents the number of observations per agent.

we conduct comparative experiments using both synthetic and real-
world data.1

5.1 Synthetic Data

We focus on scenarios with θ∗ ∈ R
d is s0-sparse. Specifically, we

generate each non-zero element of θ∗ in an i.i.d. fashion using a uni-
form distribution on the interval [0.5, 2]. Notably, parameter θ∗ is the
same for all agents. Given that, every component of the context dis-
tribution is endowed with a bounded density, Assumption 1 holds.
For each round t and every agent i, we create Ai

t by sampling from a
Gaussian distribution with mean zero and covariance matrix V . Here,
for every j, Vj,j = 1 and for every j �= k, Vj,k = ρ2. We then nor-
malize each Ai

t,k such that its infinity-norm is at most sA = 5 for all
k ∈ [K]. Importantly, the feature vector components correlate over
[d] and [K], and the Gram matrix’s minimum eigenvalue is bounded
below by a constant. Consequently, Assumptions 2 and 5 hold. Ad-
ditionally, the symmetry of the distribution confirms Assumption 3.
When the distribution is independent over arms, Proposition 1 in [24]
confirms Assumption 4. It is worth noting that all agents share the
N (0K , V ) distribution. Moreover, the additive noise is Gaussian,
with i.i.d. realizations over rounds: ωi

t ∼ N (0, 0.05). Furthermore,
in the DCTL bandit algorithm, agents communicate through a net-
work, which we model by a random connected graph G = (N,E),

1 You can access the implementations by following the link:
https://github.com/HaniyehBarghi/CooperativeThresholdedLasso.

by selecting the number of edges |E| uniformly between N − 1 and
2×N .

5.1.1 Compare with Single-Agent Algorithms

To evaluate the effectiveness of the CCTL and DCTL bandit algo-
rithms, we firstly compare their performance against several single-
agent algorithms, including the TH Lasso bandit [4], SA Lasso bandit
[24], and DR Lasso bandit [17]. We fine-tune the hyper-parameter
λ0 in the range of [0.01, 0.5] for the CCTL bandit, DCTL ban-
dit, SA Lasso bandit, and TH Lasso bandit algorithms to optimize
their performance, while for DR Lasso bandit, we utilize the hyper-
parameters provided in their respective code implementations. We
conduct experiments by varying the values of K, d, s0, and ρ2, and
report the results over 10 instances for each experimental setting. The
averaged cumulative regret per agent is presented in Figure 1. Our
results demonstrate that DCTL and CCTL bandit algorithms outper-
form the other algorithms in all scenarios, with the centralized ap-
proach performing slightly better. This finding aligns with the theo-
retical analysis that suggest the performance of the decentralized and
centralized versions of cooperative thresholded Lasso are similar.

5.1.2 Compare with Multi-Agent Algorithm

We compare our proposed method with the multi-agent low dimen-
sional Linear Bandit method, namely, SubGoss [9]. It assumes that
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Figure 2. Comparison of CCTL and DCTL algorithms with Subgoss[9]. The x-axis shows the number of observations per agent.

Figure 3. Real Data: Comparison of CCTL and DCTL algorithms with
state-of-the-art single-agent sparse linear bandit algorithms. The x-axis

represents the number of observations per agent.

an unknown parameter θ∗ lies in one of many low-dimensional sub-
spaces. Agents identify a small active set of subspaces and play ac-
tions only within this set, using pure exploration to identify the most
likely subspace and then playing a projected version of the LinUCB
algorithm to minimize regret within that subspace. The active set
of subspaces is updated through collaboration and communication
among agents. The algorithm has two phases in which the active
subspaces remain fixed. In contrast to our problem setting, in this
method, the agents have a collection of K disjoint m-dimensional
subspaces, and one contains the unknown parameter θ∗. Despite the
availability of such side information, our proposed method outper-
forms the SubGos algorithm, as demonstrated by the results of our
experiments, presented in Figure 2.

5.2 Real-World Data

In this section, we demonstrate the applicability of our method on
real-world datasets. We utilize Movielens 1M dataset2, which con-
tains approximately one million anonymous ratings from 6,000 users
for 4,000 movies. We employ an SVD transformation with a dimen-
sionality of d = 70. In each round, for each agent, we randomly

2 Data is available at https://grouplens.org/datasets/movielens/1m/.

suggest K = 30 movies. Agents use a bandit algorithm to select a
movie (arm), aiming to choose the best one from 30 choices that sat-
isfy the general preferences of users. Figure 3 displays the results of
the SA Lasso, TH Lasso, CCTL, and DCTL bandit algorithms. It is
evident that the CCTL and DCTL bandit algorithms performed well
in comparison to the other approaches. As discussed in the previous
section, SubGoss has several limitations and its performance is not
adequate. Therefore, we do not include it in the current comparison.

6 Conclusion

In this paper, we introduce a method for solving the multi-agent
sparse contextual linear bandit problem. Our approach leverages
Lasso regression to reduce the problem’s dimensions and utilizes
the network structure to enable each agent to independently esti-
mate the key dimensions and share this knowledge with others in
only logarithmic time steps. Notably, our algorithm is the first to
tackle row-wise distributed data in sparse linear bandits and delivers
performance comparable to state-of-the-art single and multi-agent
methods. This method has broad applicability for high-dimensional
multi-agent problems, where efficient feature extraction is crucial for
minimizing regret. Furthermore, we demonstrate that our proposed
method achieves the same regret bound as [4] approach while only
performing dimension reduction in logarithmic time steps and a sin-
gle thresholding stage, as opposed to the approach proposed in [4]
which performs dimension reduction in every time step. However,
our theoretical analysis is limited by the way in which the threshold
is defined. Our experimental results indicate that performance is not
affected significantly by selecting all non-zero dimensions, whereas
our theoretical approach requires a threshold to recover dimensions.
Future research could explore ways to improve the theoretical frame-
work to remove the dependency on the threshold value.
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