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Abstract. We present a new supervised learning technique for the
Variational AutoEncoder (VAE) that allows it to learn a causally dis-
entangled representation and generate causally disentangled outcomes
simultaneously. We call this approach Causally Disentangled Genera-
tion (CDG). CDG is a generative model that accurately decodes an
output based on a causally disentangled representation. Our research
demonstrates that adding supervised regularization to the encoder
alone is insufficient for achieving a generative model with CDG, even
for a simple task. Therefore, we explore the necessary and sufficient
conditions for achieving CDG within a specific model. Additionally,
we introduce a universal metric for evaluating the causal disentangle-
ment of a generative model. Empirical results from both image and
tabular datasets support our findings.

1 Introduction
Learning disentangled representation is a widely studied and challeng-
ing topic of VAE [14], and GAN [8] due to its potential to enable inter-
pretable data generation and enhance downstream task performances
[32]. Roughly speaking, studies on disentangled representation investi-
gate the structure of a latent space where each dimension corresponds
to a ground-truth factor that generates a dataset [3]. In early studies of
disentangled representation, the ground-truth factors consisting of the
latent space are assumed to be mutually independent exogenous vari-
ables [11]. In light of the growing interest in interpretable generative
models, recent research has expanded the modeling of disentangled
representation by incorporating a Structural Causal Model (SCM) and
a jointly dependent model for the ground-truth factors [4, 33, 31, 25].

The importance of supervised learning for disentangled represen-
tation is raised by [19], who proved that unsupervised disentangle-
ment learning is impossible. Especially when the model includes en-
dogenous factors of interest, the validity of the maximum likelihood
method is guaranteed only when the ground-truth factors are correctly
specified [33]. So, the SCM and supervised encoder regularization
method [21] are crucial for constructing latent space that causally
aligns with the ground-truth factors [39, 28]. Furthermore, the align-
ment of the latent structure is also adapted by topological generation,
which produces causally-aware generative models [37, 35, 36].

However, we found that the supervised regularization of the en-
coder [39, 28] is insufficient for achieving the causally-aware gener-
ative model. Even when the encoder builds a causally disentangled
latent space, the causality between a latent variable and the generated
output may not hold due to the entangled structure of the decoder.
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Our research demonstrates that causally-aware generative models are
necessarily able to recover the output according to the causally disen-
tangled factors identified by the encoder. We refer to this property as
Causally Disentangled Generation (CDG) and focus on the required
conditions of the decoder and the causal effect of CDG. Based on
the conditions, we propose a new VAE model satisfying CDG, the
CDG-VAE.

The development of CDG-VAE makes three contributions to the
field of causally-aware generative models. First, we establish sufficient
and necessary conditions of the decoder structure for CDG. Second,
CDG-VAE can be applied to chain graphs (i.e., Partial DAGs) unlikely
[37, 35, 36] that require a completely identified directed acyclic graph
(DAG) for a topological generation. Third, we propose a generalized
metric measuring the degree of causally disentangled generativeness
under an arbitrary DAG structure of the ground-truth factors. Our
metric is derived from the necessary conditions for CDG and do-
calculus of causal effects [22].

We aim to demonstrate the effectiveness of our proposed model by
evaluating two distinct types of datasets, namely image and tabular
data. Specifically, we show that our model can produce causally plau-
sible counterfactual samples with both qualitative and quantitative
assessments of the image dataset. Additionally, we provide evidence
of the advantages attained from the causally disentangled representa-
tion of our model in terms of two downstream tasks: sample efficiency
and distributional robustness [28]. Moving on to the tabular dataset,
we show that our model can generate high-quality synthetic data while
preserving the observed causal structure represented by a chain graph.

Notation. Let v = (v1,v2, · · · ,vp) ∈ Rp be a p-dimensional
vector and a = (a1, · · · ,am) be a tuple where aj ∈ {1, · · · , p}.
va := (va1 ,va2 , · · · ,vam) denotes a subvector of v sliced by a. Let
σ(1), σ(2), · · · , σ(K) form a partition of {1, 2, · · · , p} and assume
that each σ(j) is the ordered tuple whose elements are increasing. For
a set I = {i1, i2, · · · , ik} ⊆ {1, · · · ,K}, σ(I) := σ(i1) ⊕ · · · ⊕
σ(ik), where ⊕ is concatenation of tuples and i1 < i2 < · · · < ik.
In particular, for I = {1, · · · ,K} we denote σ(I) simply by σ and
we call σ the permutation inducing K-block partion on Rp.

2 Assumptions and Model Structure
2.1 Data Generating Process

Let x = (x1, · · · ,xp) ∈ X ⊂ Rp, g = (g1, · · · ,gd) ∈ Rd,
u = (u1, · · · ,ud) ∈ [0, 1]d with d < p be the observation, the
ground-truth factor generating x, and the annotation vector of x.
The generation and causal structure in x entirely depends on g. It is
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x = D(g,u)g u

(a) GM1

u g x = D(g)

(b) GM2

g x = D(g) u

(c) GM3

Figure 1: Various generative model (GM) structures.

assumed that g is unobservable, and the causality of g is identified
only through u.

Figure 1 shows three popular generative models (GM1, GM2,
GM3) for causal disentanglement learning. In GM1 [13, 42, 10],
gi, i = 1, · · · , d are mutually independent since the annotation vec-
tor u is directly used to generate the observation x. In GM2 [39],
u determines the conditional distribution of the ground-truth factor.
The proposed model follows GM3 employed by [31, 28, 25]. GM3
differs from GM2 in that u is not explicitly used to construct the latent
space. Rather, u is a recognized property of x, the annotation. [21]
proposes the supervised regularization ensuring that the learned latent
representation is disentangled.

Assumption 1 (Blocked representation). Partition tuples
σ(j), π(j), j = 1, · · · ,K are given such that there are (block)
causal relationships, gπ(j) → xσ(j), j = 1, · · · ,K.

[17] shows that Assumption 1 is required to infer the relationship
among objects in the image. We denote the permutations inducing the
K-block partition for x and g by σ and π and let σ and π be K-block
consecutive partitions without loss of generality.

2.2 Embedding Causality

We introduce the Markovian SCM of g [22, 24], denoted by
M(g, e,F, Pe), where g and e ∈ Rd are the endogenous and ex-
ogenous variables, F is a set of structural equations, and Pe is a
probability measure of e.

Assumption 2.
1. [Identifiable SCM] M(g, e,F, Pe) is identifiable with the directed
acyclic graph (DAG) G derived from F.
2. [Unconfoundedness] The observation x is generated based on
M(g, e,F, Pe) and xσ(j) depends on only gπ(j), for j = 1, · · · ,K.

It is ideal to employ M(g, e,F, Pe) as latent variables of CDG-
VAE. However, we reduce M(g, e,F, Pe) to a simple non-linear
structure equation model because Pe is unknown and F leads to
heavy computational expense in training our generative model. Let
B ∈ {0, 1}d×d be a binary adjacency matrix whose element indicates
the existence of directed edges of G (i.e., the causal relationships
between K block subvectors of gπ). For a subvector with an index s,
the set of its non-descendants is denoted as ND(s), and the set of its
descendants is denoted as Des(s).

The reduced non-linear structural equation model [40, 39, 28] is

f−1(z) = B�f−1(z) + ε, (1)

where z ∈ Rd is an induced latent variable by an element-wise invert-
ible function f and the d-dimensional standard normal distribution
random variable ε. The distribution of latent variables in CDG-VAE
is defined based on the entailed distribution of 1 and the distribution
of ε, p(ε). The modeling of p(z) through B is distinguished from
conventional VAE models whose prior distributions are given without
considering causality. Here, B is treated as a known matrix.

2.3 Derivation of CDG-VAE

The decoder of CDG-VAE is given by p(xσ|z; θ, β) =
N (xσ|D(z; θ)σ, β · I), where D : Rd �→ Rp is a function pa-
rameterized with θ, I is the p × p identity matrix, and β >
0 is the non-trainable observation noise. The rearranged vector
of D(z; θ) with σ is denoted as D(z; θ)σ , where D(z; θ)σ =
(D(z; θ)σ(1), · · · , D(z; θ)σ(K)).

The proposal distribution q(ε|x;φ) of CDG-VAE is given by
N
(
ε|µ(x;φ), diag(σ2(x;φ))

)
, where µ : Rp �→ Rd, σ2 : Rp �→

Rd
+ are neural networks parameterized with φ, and diag(a), a ∈ Rd

denotes a diagonal matrix with diagonal elements a. Based on the
proposal distribution, the negative ELBO (Evidence of Lower BOund)
is written as

L(x; θ, φ, f) := Eq

[
1

2
‖ xσ −D(F (ε; f,B); θ)σ ‖2

]

+ β · KL(q(ε|x;φ)‖p(ε)) (2)

where q is the proposal distribution, F (ε; f,B) := f((I−B�)−1ε),
f is parameterized with the flow-based model [27, 2], KL(q‖p) de-
notes Kullback-Leibler divergence from p to q, and constant terms
are omitted (see [43] Appendix A.1 for detailed derivation). See [43]
Appendix A.1 for detailed covariance structures of z. The rearranged
vector of z with π is denoted as zπ .

Figure 2: Model structure of CDG-VAE.

2.4 Regu arization for Disentangled Representation

In the supervision setting [21] of GM3, we adopt Assumption 3, which
was adopted in semi-supervised causal disentanglement learning [28].
It implies the generative model with the type of GM3, the conditional
independence u ⊥⊥ g|x, because g is F(x)-measurable.

Assumption 3 (Informative supervision). gi = E[ui|x], ∀i.

Since the ground-truth factors are causally related, the represen-
tation of our encoder is entangled as the ground-truth factors [33].
With F (µ(x;φ); f,B), we aim to train the encoder parameters (φ, f)
to approximate the SCM of E[u|x] by (1). The following definition
formalizes this concept.

Definition 4 (Disentangled Representation [28]). For i = 1, · · · , d,
suppose that there exists a 1-to-1 function hi such that

F (µ(x;φ); f,B)i = h−1
i (E[ui|x]),

where (φ, f) are parameters of an encoder of a generative model, and
the subscript i denotes the ith element. Then the generative model is
said to have a disentangled representation with respect to E[u|x].

l
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Note that Definition 4 implies that the disentangled representation
only depends on the encoder of VAE. We adopt the supervised loss to
obtain the disentangled representation, which aligns the representation
and annotation vector [21]. Our final objective is minimizing

Ex[L(x; θ, φ, f)] + λ · Ex,u[`(F (µ(x;φ); f,B),u)] (3)

with respect to (θ, φ, f), where λ > 0 is the tuning parameter and Ex,
Ex,u indicate expectations for the marginal and joint distribution of
the dataset, respectively. Note that (3) is easily extended to the semi-
supervised learning model because the negative ELBO L and the
supervised loss ` are decoupled. In this paper, ` is the cross-entropy
loss with the sigmoid function hi for u ∈ [0, 1]d [28].

3 Properties of CDG-VAE
3.1 Causally Disentangled Generation

The disentanglement in the latent space has been studied with the
link of explainability of VAE [11, 5, 7, 20]. The generative power
of the latent space is theoretically investigated by the dimension of
an activated latent space [1], which indicates a regular condition
of the encoder. However, the disentangled latent space obtained by
the encoder does not directly guarantee the generation of causally
plausible data. We discover that the disentangled generation in the
decoder is necessary.

A simple example shows that D(z; θ)σ(ND(K)) determined by
zπ(ND(K)) can be affected by do-intervention on zi, i ∈ π(K) due
to entangled decoder structure (see examples in Section 5.2 and [43]
Appendix A.7). However, in the disentangled latent space, a total
causal effect does not exist from zi, i ∈ π(K) to zj , j ∈ π(ND(K))
because there is no directed path [23]. This result implies that causal
generation requires two types of disentanglement in encoding and
decoding processes, respectively. We propose a new definition of the
causally disentangled generation.

Definition 5 (Causally Disentangled Generation (CDG)). Suppose
a generative model has a disentangled representation (Definition 4).
Let D(·; θ) : Rd 7→ Rp be a decoder mean vector of the model where
the input is denoted as z ∈ Rd. Then the model is causally disentan-
gled generative if, for s = 1, · · · ,K, D(z; θ)σ(s) is independent to
zπ(l), l 6= s, given zπ(s).

Definition 5 implies that CDG mimics the causal relationship of
gπ(j) → xσ(j) as zπ(j) → D(z; θ)σ(j) for j = 1, · · · ,K. And the
following Proposition 6 demonstrates the sufficient condition of the
decoder function class satisfying CDG.

Proposition 6 (Sufficient Condition for CDG). Suppose a gen-
erative model has a disentangled representation (Definition 4).
Let D(·; θ) : Rd 7→ Rp be a decoder mean vector of the
model. If the decoder structure of the model satisfies D(z; θ)σ :=(
D(zπ(1); θ1), · · · , D(zπ(1); θK)

)
, where θ = (θ1, · · · , θK), and

D(·; θj) : R|π(j)| 7→ R|σ(j)| is a function parameterized with θj for
j = 1, · · · ,K, then the model satisfies Definition 5.

Proof. If a generative model satisfies Proposition 6, the jth decoder
partition D(zπ(j); θj) (which corresponds to D(z; θ)σ(j)) takes only
a block-partitioned zπ(j) as input, for j = 1, · · · ,K. Therefore,
for j = 1, · · · ,K, since zπ(j) is the direct cause of D(zπ(j); θj),
D(zπ(j); θj) is independent to zπ(i), i 6= j, given zπ(j). 2

Assumption 7 (Faithfulness). The entailed distribution of (1) is faith-
ful with respect to the graph induced by B.

Proposition 8 (Existence of Total Causal Effect (TCE)). Suppose a
generative model has a disentangled representation (Definition 4) and
satisfies CDG (Definition 5). Let D(·; θ) : Rd 7→ Rp be a decoder
mean vector of the model where the input is denoted as z ∈ Rd. For
s = 1, · · · ,K, under Assumption 7,

1. there is no total causal effect from zi toD(z; θ)j , for all i ∈ π(s)
and j ∈ σ(ND(s)).

2. if there is a directed path from zi to zj for some i ∈ π(s) and
j ∈ π(l) where l ∈ {s} ∪Des(s), then there is a total causal effect
from zi to D(z; θ)k, for all k ∈ σ(l).

Proposition 8 states that the existence of TCE can be investigated by
intervening on the latent variable if the causal structure identified by
known B is embedded precisely in the latent space and a model satis-
fies CDG. Since TCE determines the positiveness of the causal effect,
Proposition 8 motivates us to check the validity of CDG by measuring
the causal effect (see Section 3.2). Due to the computational issue, we
estimate the causal effect on the annotation vector instead of block
partitions, based on the causal relationship from D(z; θ)σ to uπ .

First, we define the average causal effect of the latent variable on
the annotation vector (the counterfactual quantity corresponding to
the ground-truth factors [25]) and then propose necessary conditions
for CDG based on the average causal effect. We denote z(1), z(2) as
the vector of maximum and minimum values of latent variables given
the observed dataset, respectively, and denote π(s)−i as the partition
tuple π(s) without an index i.

Definition 9 (Average Causal Effect (ACE)). Suppose that zi, i ∈
π(s), s = 1, · · · ,K is intervened with z(1)i and z(2)i . Then, for c =
1, · · · , d, the average causal effect of zi on the annotation vector uc
given zπ(ND(s))⊕π(s)−i is defined as

ACE(uc, zi, zπ(ND(s))⊕π(s)−i = zπ(ND(s))⊕π(s)−i)

:=
∣∣∣E[uc|zπ(ND(s))⊕π(s)−i , do(zi := z

(1)
i )]

− E[uc|zπ(ND(s))⊕π(s)−i , do(zi := z
(2)
i )]

∣∣∣.
Proposition 10 (Necessary Conditions for CDG). For i ∈ π(s), s =
1, · · · ,K, assume that arbitrary x and zπ(ND(s))⊕π(s)−i are given.

z
(j)

(i,zπ(ND(s)),x)
denotes z defined in (1) under intervention do(zi :=

z
(j)
i ) given x and zπ(ND(s))⊕π(s)−i , for j = 1, 2. Suppose a gen-

erative model has a disentangled representation (Definition 4). For
c = 1, · · · , d, under Assumption 7, if the model satisfies CDG (Defi-
nition 5) and

1. c ∈ π(ND(s)), then

ACE(uc, zi, zπ(ND(s))⊕π(s)−i) = 0.

2. there is a directed path from zi to zc where c ∈ π(l) and
l ∈ {s} ∪Des(s), then

0 < ACE(uc, zi, zπ(ND(s))⊕π(s)−i)

≤ Ep(x)
∣∣∣E[uc|z(1)(i,zπ(ND(s)),x)

]− E[uc|z(2)(i,zπ(ND(s)),x)
]
∣∣∣,

where p(x) is the probability density function of x.

3.2 Causal Disentanglement Metric

Based on Proposition 10, we propose a metric that can evaluate how
much a model is causally disentangled generative.
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Definition 11 (Causal Disentanglement Metric (CDM)). For c =
1, · · · , d and i ∈ π(s), s = 1, · · · ,K, the causal disentanglement
metric (CDM) is defined as

CDM(c, i) := E[ACE(uc, zi, zπ(ND(s))⊕π(s)−i)],

where E indicates the expectation with respect to zπ(ND(s))⊕π(s)−i .

First, CDM for the first case of Proposition 10 measures interven-
tional robustness [31]. If a generative model satisfies CDG, ACE
should be zero by Proposition 10 (i.e., no total causal effect), and
CDM is also exactly zero. Thus, CDM(c, i) > 0 implies that the
model is not interventional robust.

Next, CDM for the second case of Proposition 10 measures counter-
factual generativeness [25]. Suppose a generative model satisfies CDG.
Then, ACE should be non-zero (i.e., total causal effect exists) and is
the lower bound of the coverage for the counterfactual quantity uc
by Proposition 10. Therefore, CDM(c, i) = 0 or CDM(c, i) ≈ 0
implies that the model lacks counterfactual generativeness.

[31, 25, 28] have considered disentangled causal mechanisms and
proposed metrics for causal disentanglement. Unlike our study, the ex-
isting studies do not deal with a causal effect between latent variables
nor derive the metric based on the SCM of the ground-truth factors.
In particular, our metric is theoretically justified by the necessary con-
ditions for the CDG and the do-calculus of causal effects. Therefore,
CDM can be regarded as a generalized causal disentanglement metric
under the arbitrary DAG structure of ground-truth factors. See [43]
Appendix A.4 for identification of CDM’s upper and lower bounds.

Also, the faithfulness condition (Assumption 7) excludes the case
where the directed path exists in B, but the total causal effect does not
under. It implies that, under the faithfulness condition, our proposed
metric CDM is valid to measure the causally disentangled genera-
tiveness of the model. However, without the faithfulness condition,
we can only measure the interventional robustness of Proposition 10.
Therefore, the faithfulness condition is required to measure the causal
disentanglement of the model by the average causal effect.

4 Related Work
Active Latent Dimensions. [6, 29] propose the statistics to detect
active latent dimensions, which encode useful information about the
data and are significant in data generation. [1] shows that the posterior
variance σ2(x;φ) determines whether the latent dimension affects
generated data. However, the definition of disentangled representation
(Definition 4) only depends on the deterministic component µ(x;φ).
Therefore, a latent dimension can be simultaneously non-active and
disentangled. It is a critical issue because the causally plausible coun-
terfactual samples can not be generated when non-active latent vari-
ables are intervened (see [43] Appendix A.8 for an example). [26]
mitigates the non-activation issue by maximizing the additional mu-
tual information regularization term. However, we discover that all
latent dimensions are always active under Proposition 6.

Supervised Causal Disentanglement Learning. [39, 28] propose
causal disentanglement learning methods based on supervision setting
[21] and embed the SCM in the latent space to make the represen-
tation causally entangled. To obtain the disentangled representation,
[39] aligns the latent variable and the annotation vector using KL-
divergence and the customized prior, and [28] regularizes the encoder.
However, since [39, 28] only constrain the encoder, their methods can
not guarantee that generating causally plausible data is achievable.

Causally-Aware Synthetic Data Generation. Since tabular
datasets are already well-structured, covariates (columns) are usu-
ally assumed to be causally related [36]. To exploit causations in the

synthetic data generation, [37, 36, 35] generate data in the order of
causal topology, and consequently, they require the completely iden-
tified DAG, not the Partial DAG. However, from the observational
data, the true causal graph of covariates can be identified only up to a
Markov Equivalence Class (MEC), including undirected edges. Even
though [35] proves that their generator converges to the right distribu-
tion for any graph belonging to MECs, incorrect edge directions have
the potential risk of misunderstandings of causations.

5 Experiments
This section demonstrates that our model is causally disentangled in
both the encoding and decoding processes. Our numerical experiments
show that CDG-VAE can achieve two goals: 1) the causally plausible
counterfactual generation under interventions on latent variables and
2) synthetic data generation preserving the observed causal struc-
ture. Furthermore, the performances of our model, sample efficiency,
distributional robustness, and synthetic data quality, are presented
with three downstream tasks. The code and appendix are available at
https://github.com/an-seunghwan/CDG-VAE.

5.1 Overview

Dataset. For evaluation, we consider two types of datasets, image and
tabular. For an image dataset, a simulated pendulum dataset [28, 39] is
used. And loan, adult, and covertype datasets are used for real
tabular datasets (see [43] Appendix A.6 for detailed data descriptions).
Compared Models. We train the vanilla VAE and InfoMax VAE
[26] based on the objective function (3) (see [43] Appendix A.1 for
detailed objective functions). We also compare existing disentangled
generative models (CausalVAE [39], DEAR [28]) and synthesizers
(TVAE [38], CTAB-GAN [41]).

Note that all models are trained under the ground-truth causal
graph, not a super-graph, because we numerically find that DEAR and
CausalVAE are not able to discover ground-truth causal relationships.
VAE, InfoMax VAE, and CDG-VAE share the same network archi-
tecture for the encoder; however, only CDG-VAE has the decoder
structure of Proposition 6. Notably, all models have the same size of
the latent dimension.

5.2 Image Dataset

In the pendulum dataset, there exist four ground-truth factors: g1(light
angle), g2(pendulum angle), g3(shadow length), and g4(shadow po-
sition). These factors have the causal relationship given as the DAG
structure of Figure 3(a). Partition tuples of gπ are π(1) = (1), π(2) =
(2), and π(3) = (3, 4). Causal structures are visualized in Figure 3(b).

As in [28], we introduce random measurement noises in the genera-
tion of annotation vectors to make the pendulum dataset more realistic.
Shadows of 20% corrupted data are randomly generated to mimic
some environmental disturbance. The training and test dataset sizes
are 7,500 and 2,500, respectively. We also evaluated our model under
a semi-supervised setting where only 10% of the annotation vectors
are available. Since the annotations are bounded from 0 to 1, CDM’s
upper and lower bounds are also bounded from 0 to 1.

5.2.1 Causally Disentangled Generation

We investigate the performance of counterfactual generation through
do-intervention on the latent variable, and Figure 4 shows correspond-
ing generated images. For CausalVAE and DEAR, if we intervene on
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g1 g2

g3 g4

(a)

gπ(1) gπ(3) gπ(2)

xσ(1) xσ(3) xσ(2)

(b)

(c) (d)

Figure 3: Pendulum dataset. (a) DAG of the ground-truth factors
g = (g1, · · · ,g4). (b) The causal relationships between gπ and
xσ . Dashed edges indicate induced edges by causations of gπ . (c) An
observation example. (d) From left to right, xσ(1) (the light), xσ(2)

(the pendulum), and xσ(3) (the shadow).

shadow length and position, block partitions of their parents (i.e., light
angle and pendulum angle) are affected (see the third and fourth row
of Figure 4(a) and 4(b)). However, CDG-VAE can generate images
in which block partitions of light angle and pendulum angle are not
affected when their children (i.e., shadow length and position) are
intervened (see the third and fourth row of Figure 4(c)). Therefore,
CDG-VAE under Proposition 6 enables CDG.

5.2.2 Causal Disentanglement Metric

We compared models using our proposed causal disentanglement
metric CDM. For ease of explanation, we use CDM(light, length)
instead of CDM(c = 1, i = 3). The second and third columns of
Table 1 indicate the interventional robustness. For example, as light
angle is a parent of shadow length, CDM(light, length) measures
interventional robustness. CDG-VAE achieves exactly zero in both
CDM(light, length) and CDM(angle, pos), which implies that
only CDG-VAE can satisfy CDG. It is worth mentioning that CDG-
VAE achieves exactly zero CDM values for all other cases (see [43]
Appendix A.8).

And the fourth and fifth columns of Table 1 show the coun-
terfactual generativeness. For example, since shadow length is a
child of pendulum angle, CDM(length, angle) measures the coun-
terfactual generativeness. CDG-VAE achieves the highest score in
CDM(pos, pos) and outperforms CausalVAE and DEAR models in
CDM(length, angle). Therefore, Table 1 indicates that CDG-VAE
has competitive counterfactual generativeness performance (see [43]
Appendix A.8 for other cases).

5.2.3 Downstream Task

This section investigates the advantages of causally disentangled rep-
resentations for two downstream tasks: sample efficiency and distri-
butional robustness [28]. The binary classification task is mainly used
for evaluation, and we generate the target label as a function of the
ground-truth factors. It means that the representations learned from
the generative model are causal representations of the target label (see
[43] Appendix A.7 for a detailed explanation).

Sample Efficiency. To measure the sample efficiency, we use the
statistical efficiency score defined as the test accuracy based on 100
samples divided by the test accuracy based on all samples, following

(a) CausalVAE

(b) DEAR

(c) CDG-VAE(NL)

Figure 4: Examples of generated counterfactual images. For each
image, intervened dimensions are light angle, pendulum angle, shadow
length, and shadow position from top to bottom. ‘NL’ denotes that a
nonlinear f is used.

[19, 28]. We use fitted encoders to extract representations and train
an MLP classifier on top of the representations to predict the target
label. Notably, all models are evaluated with the same MLP. We also
report the test accuracies to prevent misleading when a classifier
achieves poor test accuracy in both cases. Table 2 shows that CDG-
VAE performs the best in the sample efficiency downstream task.

Distributional Robustness. To evaluate the distributional robust-
ness of causal representations, we manipulate the training dataset
to impose spurious correlations between the target label and some
spurious features of the image. We choose background_color ∈
{white(0), blue(1)} as a spurious feature [28]. 80% of the
training samples have the same value of the target label and
background_color (strong correlation), but the test samples do not
have such correlations (all label values are distributed equally).

Table 3 shows the performances of the compared models in the
distributional robustness (downstream task) of the causally disentan-
gled representation. The worst case (‘TrainWorst’ and ‘TestWorst’)
is when the target label and the spurious feature background_color
are grouped to have the opposite label. For that group, the spuri-
ous feature has a different correlation between the training and test
datasets. And Table 3 shows that CDG-VAE shows the best test accu-
racy in the worst cases. Therefore, CDG-VAE can produce a causally
disentangled representation robust to distributional shifts. Note that
‘TrainAvg’ or ‘TrainWorst’ are not reasonable criteria to judge the
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Table 1: Numbers in parentheses are lower and upper bounds of CDM. ‘L’ and ‘NL’ denote the model with linear and nonlinear f , and ‘*’
denotes the semi-supervised learned model. Mean and standard deviation values are obtained from 10 repeated experiments. ‘pos’ denotes
shadow position. ↑ denotes higher is better and ↓ denotes lower is better.

Interventional Robustness ↓ Counterfactual Generativeness ↑
Model CDM(light, length) CDM(angle, pos) CDM(length, angle) CDM(pos, pos)

VAE(L) (0.44, 0.44)±(0.35,0.35) (0.28, 0.28)±(0.30,0.31) (0.31, 0.32)±(0.16,0.15) (0.27, 0.28)±(0.25,0.24)

VAE(NL) (0.38, 0.40)±(0.28,0.27) (0.27, 0.33)±(0.25,0.24) (0.33, 0.34)±(0.12,0.12) (0.31, 0.34)±(0.21,0.20)

InfoMax(L) (0.42, 0.43)±(0.39,0.38) (0.38, 0.38)±(0.34,0.34) (0.40, 0.40)±(0.26,0.25) (0.29, 0.31)±(0.22,0.20)

InfoMax(NL) (0.37, 0.39)±(0.32,0.30) (0.26, 0.33)±(0.28,0.25) (0.44, 0.44)±(0.21,0.21) (0.31, 0.34)±(0.19,0.16)

CausalVAE (0.28, 0.28)±(0.11,0.10) (0.17, 0.17)±(0.09,0.08) (0.10, 0.10)±(0.04,0.04) (0.29, 0.29)±(0.09,0.09)

DEAR (0.21, 0.23)±(0.16,0.15) (0.26, 0.29)±(0.25,0.24) (0.23, 0.25)±(0.23,0.23) (0.16, 0.20)±(0.18,0.16)

CDG-VAE(L) (0.00, 0.00)±(0.00,0.00) (0.00, 0.00)±(0.00,0.00) (0.24, 0.25)±(0.10,0.09) (0.69, 0.69)±(0.25,0.25)

CDG-VAE(NL) (0.00, 0.00)±(0.00,0.00) (0.00, 0.00)±(0.00,0.00) (0.35, 0.36)±(0.16,0.15) (0.78, 0.78)±(0.24,0.24)

CDG-VAE(L)* (0.00, 0.00)±(0.00,0.00) (0.00, 0.00)±(0.00,0.00) (0.21, 0.22)±(0.09,0.07) (0.66, 0.66)±(0.22,0.22)

CDG-VAE(NL)* (0.00, 0.00)±(0.00,0.00) (0.00, 0.00)±(0.00,0.00) (0.29, 0.30)±(0.12,0.11) (0.79, 0.79)±(0.21,0.21)

Table 2: Sample efficiency and test accuracies with 100 and all training
samples. ‘L’ and ‘NL’ denote the model with linear and nonlinear
f , and ‘*’ denotes the semi-supervised learned model. Mean and
standard deviation values are obtained from 10 repeated experiments.
Higher is better.

Model 100(%) All(%) SE(100/All)

VAE(L) 88.41±2.07 90.18±1.01 98.03±1.67

VAE(NL) 87.74±1.23 90.16±0.60 97.32±1.25

InfoMax(L) 88.69±1.36 90.34±0.52 98.18±1.45

InfoMax(NL) 87.74±1.05 90.15±0.54 97.32±0.98

CausalVAE 50.39±2.08 86.94±1.44 57.98±2.74

DEAR 82.92±3.45 88.92±1.34 93.27±3.97

CDG-VAE(L) 89.48±0.76 90.68±0.24 98.67±0.81

CDG-VAE(NL) 87.94±1.29 90.19±0.52 97.51±1.22

CDG-VAE(L)* 89.33±0.63 90.52±0.34 98.69±0.48

CDG-VAE(NL)* 88.39±0.69 90.06±0.47 98.14±0.90

best model because Table 3 shows the distributional robustness where
the distribution of the test dataset is changed (i.e., distributional shift).

On the other hand, if the latent space is not causally disentangled,
the features of observation partitions are entangled in the encoder, and
the model exploits the entangled features in the learning of the latent
space. It results that the latent variable is affected by the changes
in the observation partitions, which are not causally related. See the
toy example of such a case in [43] Appendix A.7. And we guess
that the latent space of CausalVAE is not fully disentangled, and the
downstream classifier utilizes the correlation information between the
spurious feature and the target label. Consequently, the downstream
classifier with CausalVAE is overfitted and shows a higher score in
‘TrainAvg’ metric in Table 3.

5.3 Tabular Datasets

5.3.1 Causal Disentanglement Learning

In the supervised causal disentanglement learning method with tabular
datasets, we assume that the causal dependencies between K block
subvectors of xσ are induced by the causal structure of gπ . Therefore,
xσ is a chain graph-structured data, such as a multi-layered proteomic
data [9] and xσ(1), · · · ,xσ(K) are chain components [16].

Figure 5(b) shows the chain graph of loan dataset obtained
by PC algorithm [30]. The chain components of xσ are xσ(1) =
(Mortgage, Income),xσ(2) = (Experiences, Age), and xσ(3) =

g1 g2

g3

(a) (b)

Figure 5: loan dataset. (a) DAG structure of ground-truth factors g.
(b) The chain graph of covariates.

(CCAvg). We assume that each chain component xσ(j) is generated by
the single ground-truth factor gj , as in GM3 of Figure 1 (gj → xσ(j)).
Thus, Figure 5(a) is the DAG structure of the ground-truth factors g.

Due to undirected edges between covariates (e.g., the edge between
Mortgage and Income), the SCM of covariates is not defined well, and
the covariate-wise topological generation of [37, 35, 36] is not appli-
cable. However, without a completely identified DAG, CDG-VAE can
achieve the CDG. That is, our model can include (Mortgage, Income)
and (Experience, Age) as the chain components in disentanglement
learning.

First, since Figure 5(a) consists of only directed causal relation-
ships, the SCM of the latent variables can be formulated based
on the DAG of Figure 5(a). Next, we define the bijection output
of each chain component xσ(j) as E[uj |xσ(j)] and assume that
gj = E[uj |xσ(j)] = E[uj |x], for j = 1, 2, 3. The DAG obtained by
the PC algorithm with bijection outputs is equivalent to Figure 5(a),
implying that bijection outputs have the same causal structure as the
ground-truth factors. In practice, we use the interleaving function for
bijection after the min-max scaling (note that the independence is not
affected by scaling). See [43] Appendix A.6 for other tabular datasets’
chain graph structures and chain components.

5.3.2 Synthetic Data Generation

We evaluated the performance of our model in synthetic data genera-
tion. To measure whether the observed causal structure is preserved,
we use the Structural Hamming Distance (SHD) [34] between causal
graphs of the observed and a synthetic dataset. Causal graphs are

S. An et al. / Causally Disentangled Generative Variational AutoEncoder98



Table 3: Distributional robustness: Train and test dataset accuracy for average (‘Avg’) and worst (‘Worst’) cases. ‘L’ and ‘NL’ denote the model
with linear and nonlinear f , and ‘*’ denotes the semi-supervised learned model. Mean and standard deviation values are obtained from 10
repeated experiments. Higher is better.

Model TrainAvg(%) TrainWorst(%) TestAvg(%) TestWorst(%)

VAE(L) 61.70±2.46 57.70±2.56 58.88±0.85 55.73±2.75

VAE(NL) 62.14±1.98 57.63±2.93 59.41±0.93 55.91±3.34

InfoMax(L) 61.50±2.08 57.55±3.56 59.04±1.21 56.00±3.29

InfoMax(NL) 62.33±2.35 58.07±2.48 59.60±0.77 56.45±2.36

CausalVAE 73.93±0.99 35.52±5.57 57.92±1.28 33.91±4.92

DEAR 62.33±2.27 55.62±4.61 58.60±1.02 53.16±4.25

CDG-VAE(L) 64.28±5.22 50.45±10.07 58.02±0.91 48.59±10.05

CDG-VAE(NL) 60.97±0.91 59.34±1.30 59.22±0.60 57.21±1.50

CDG-VAE(L)* 70.43±4.69 40.47±11.16 55.36±1.37 36.31±9.87

CDG-VAE(NL)* 67.19±3.61 44.28±9.88 55.66±1.96 41.01±9.48

Table 4: SHD and data quality scores for synthetic datasets. All models use linear f . Mean and standard deviation values are obtained from 10
repeated experiments. ‘Baseline’ indicates results from the observed dataset. ↑ denotes higher is better and ↓ denotes lower is better.

Dataset loan(p = 5) adult(p = 5) covertype(p = 8)

Model SHD ↓ R2 ↑ SHD ↓ F1 ↑ SHD ↓ F1 ↑
Baseline - 0.392 - 0.818 - 0.712
VAE 6.1±2.3 −7.936±15.127 7.0±2.3 0.739±0.032 17.7±3.1 0.067±0.022

InfoMax 7.1±1.1 −5.149±7.920 7.5±1.2 0.712±0.061 17.8±4.1 0.102±0.021

TVAE 5.0±1.8 −0.631±0.380 5.1±1.5 0.724±0.009 16.2±2.9 0.358±0.024

CTAB-GAN 4.9±0.9 −0.912±0.504 5.5±3.2 0.795±0.007 17.3±3.6 0.077±0.029

CDG-VAE 0.9±0.3 −0.982±1.663 0.3±0.9 0.696±0.003 1.6±0.5 0.127±0.015

CDG-TVAE 0.4±0.5 0.013±0.010 0.2±0.4 0.645±0.001 2.8±0.6 0.178±0.005

obtained by the PC algorithm [30]. The smaller SHD value indicates
a model can generate synthetic data with precise causal relationship
information.

On the other hand, to evaluate the synthetic data quality, we use
the synthetic data as training data for three widely used machine
learning algorithms: linear (logistic) regression, Random Forest, and
Gradient Boosting (see [43] Appendix A.6 for details). We average the
following metrics: R2 for the regression and F1 for the classification
problem. Note that the synthetic data and the observed data have
the same size. Here, CDG-TVAE is the new synthesizer where the
mode-specific normalization technique of TVAE is combined with
CDG-VAE.

The SHD values of Table 4 show that models under Proposition
6 (CDG-VAE and CDG-TVAE) outperform in terms of preserving
the original causal structure well compared to the other models in
synthetic data generation. Moreover, we observe that the difference in
the SHD value between the proposed model and the compared models
becomes significantly larger as the number of covariates (p) increases.

Although CDG-TVAE compromises the F1 score and SHD value
(covertype dataset) since we restrict the latent space and the de-
coder structure of the model according to the causal relationships,
CDG-TVAE has a competitive performance in data quality scores in
Table 4 (loan, adult datasets). Therefore, CDG-TVAE can gener-
ate synthetic data, which can be used as a good proxy of the original
data while preserving the observed causal structure.

6 Conclusion and Limitations
We demonstrate that causally disentangled latent space is insufficient
to generate an image according to the causal mechanism defined
by a general SCM. Figure 4 shows that the entangled decoder can
not generate the counterfactual image even when the causal struc-
ture is simple and the block-partition indices are known. This result
concludes that the disentanglement of features is crucial both in the

encoder and the decoder, and a causal relationship is contaminated
without the disentanglement.

The decoder structure of Proposition 6 is very restricted since it
requires the indices of all partition blocks (i.e., obtaining complete
causal information for supervision). We do not believe the proposed
decoder structure is directly applicable to large-scale datasets such
as the CelebA dataset [18]. Besides, in synthetic data generation, we
numerically find that the supervised disentanglement learning with
interleaving bijection (Section 5.3) can preserve the observed causal
structure only when the cardinality of a chain component is small
(empirically, less than 4). We guess that it is because the interleaving
function has limited expressiveness.

We expect that we can effectively deal with the partitioned blocks
as a multi-layered image with the same size and control the prop-
erty of disentangled features by utilizing mutual information between
generated samples and annotation vectors. In addition, to enrich the ex-
pressiveness of the latent space with a causal structure, it is necessary
to find computationally tractable bijections maps for multivariates and
multi-layered data and apply supervised disentanglement learning.
We leave solving the two problems as our future work.

Lastly, our model is identifiable in the sense of [15] (the generalized
identifiability). But it is not sure that our model is also A-identifiable
or P -indentifiable [12] because our standard Gaussian assumption
for priors violates the sufficient condition of the identifiability. We
will thoroughly discuss the identifiability of our proposed model and
address this as a crucial research topic for future investigations.
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