Using Multiverse Analysis to Evaluate the Influence of Model Design Decisions on Algorithmic Fairness
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Abstract. A vast number of systems across the world currently use algorithmic decision making (ADM) to augment human decision making or even automate decisions that have previously been done by humans. When designed well, these systems promise both more accurate and more efficient decisions all the while saving large amounts of resources and freeing up human time. When ADM systems are not designed well, however, they can lead to unfair algorithms which discriminate against societal groups under the guise of objectivity and legitimacy. Whether systems are ultimately fair or not typically depends on the decisions made during the systems' design. It is therefore important to properly understand the decisions that go into the design of ADM systems and how these decisions affect the fairness of the resulting system. To study this, we introduce the method of multiverse analysis for algorithmic fairness.

During the creation and design of an ADM system one needs to make a multitude of different decisions. Many of these decisions are made implicitly without knowing exactly how they will impact the final system and whether or not they will lead to fair outcomes. In our proposed adaptation of multiverse analysis for ADM we plan to turn these implicit decisions made during the design of an ADM system into explicit ones. Using the resulting decision space, we create a grid of all possible "universes" of decision-combinations. For each of these universes, a fairness metric is computed. Using the resulting dataset of possible decisions and fairness one can see how and which decisions impact fairness.

We demonstrate how multiverse analyses can be used to better understand variability and robustness of algorithmic fairness using an exemplary case study of predicting public health coverage. We show preliminary results illustrating how small decisions during the design of an ADM system can have surprising effects on its fairness and how to detect them using multiverse analysis.
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1. Introduction

Across the world, more and more decisions are being made with the support of algorithms, so called algorithmic decision making (ADM). Examples of such systems can be found in finance, the labor market, the criminal justice system and beyond. While these systems are very promising when designed well, raising hopes of more accurate, just, and fair decisions, their impact can be quite the opposite when designed wrongly. There are many examples of unfair ADM systems discriminating against people in the wild, with the Dutch childcare benefits providing an especially prominent and recent example [1].

While these fairness problems often occur because algorithms replicate biases in the underlying training data, gathering perfectly fair data is usually not feasible in practice. Biases can also originate or increase in other parts of a typical machine-learning pipeline. As a result, preventing algorithms from introducing new or reinforcing existing biases requires careful study and evaluation of the, often implicit, decisions made while designing ADM systems. To facilitate this, we introduce the method of multiverse analysis for algorithmic fairness.

Multiverse analyses originate from the field of Psychology [2] to improve reproducibility and create more robust research. This makes them particularly useful to assess the susceptibility of ADM systems with respect to their fairness implications. We adapt this methodology to work in the context of machine learning with a focus on evaluating metrics of algorithmic fairness.

2. Methodology

In our proposed adaptation of multiverse analysis for algorithmic fairness one starts by making the many implicit decisions required during the design of an ADM system explicit. One of the differences in the present analysis compared to a classic multiverse analysis is that we will evaluate machine learning systems, whereas classical multiverse analyses will typically culminate in a null-hypothesis-significance-test (NHST). While many of the decision points apply to any machine-learning system (e.g. choice of algorithm, how to preprocess certain variables, cross-validation splits), many of them are also domain specific (e.g. coding of certain variables, how to set classification thresholds, how fairness is operationalized). In particular we focus on decisions made during the pre-processing of data and in the translation of predictions into possible decisions. Using all possible unique combinations of these decisions we create a grid of possible universes of decisions. For each of these universes, we compute the resulting fairness metric of the ADM system and collect it as a data point. The resulting dataset of decision universes and resulting fairness is treated as our source data for further analysis where we evaluate how individual decisions relate back to metrics of fairness.

Existing work has focused on specific pre-processing or modeling decisions in isolation, such as the influence of different imputation methods [3] or of the model architecture and hyperparameters [4] on fairness in different contexts. Multiverse analyses have also been used to try and model the performance distribution in hyperparameter-space [5], but not yet for analysing algorithmic fairness. Besides multiverse analyses a highly related type of analysis emerged around the same time in the specification curve analysis [6].
3. Contribution

Here we present a generalizable approach of using multiverse analysis to estimate the effect of decisions during the design of an ADM system on its algorithmic fairness. We demonstrate the feasibility of this approach using a case study of predicting public health coverage in US census data. We use the ACSPublicCoverage dataset [7] predicting public health insurance coverage, as other well-established datasets have been shown to have non-trivial quality issues [7,8,9].

We will present preliminary results from the case study, demonstrating how plausible and seemingly small design decisions of the ADM system can sometimes have significant effects on algorithmic fairness metrics. Results from the analysis can increase transparency and robustness of ADM systems and may be used to inform human decision makers in hybrid decision making contexts. We welcome the discussion of other use cases and possible case studies.
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