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Abstract. While humans are used to reason about other humans’ behavior, they are
not readily able to understand the decision processes of artificial agents. This can be
harmful in human-robot interaction (HRI) settings where a user may suspect erro-
neous or, even worse, intentionally non-cooperative behavior, resulting in reduced
acceptance of the robot. In order to mitigate such negative effects, autonomous
robots may be equipped with the ability to adequately explain their behavior. To
that end, a robot is required to have the ability to (1) robustly detect a user’s need for
explanation and (2) identify the situation-specific nature of the explanation need.
Further it needs to be endowed with (3) communicative capabilities in order to de-
liver suitable explanations and ensure sufficient understanding. This extended ab-
stract presents recent work towards endowing a social robot with such qualities and
discusses how robots can meet users’ explanation needs more adequately.
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1. Introduction

Many reasons have been put forth to offer explanations of A.I. systems’ decisions, e.g.,
to solve a lack of transparency, convey knowledge to users, help developers to debug,
or increase user trust towards and thus acceptability of A.I. systems. Researchers have
thus started to develop methods for finding the best possible explanations of systems’
decisions, leading to the field of explainable artificial intelligence (XAI). The advances
in this field, however, have also shown that one explanation does “not fit all” [1], but
rather that explanations need to be crafted to the application scenario, the recipient and
the concrete explanatory goal [2]. As a result, different subfields are starting to emerge
such as the field of explainable autonomous robots (XAR). Such human-robot interaction
(HRI) settings often focus on human lay users who have a tendency to anthropomorphize
robots and to treat them as social interaction partners. Thus, expectations to generate
explanations adapted to users’ explanatory needs are voiced increasingly, also taking into
account insights from the social sciences. However, a clear path to meeting users’ need
for explanation in HRI has not yet emerged and there are several open questions as to
how a robot can (1) reliably detect a users’ need for explanation, (2) identify the nature
of this need, and (3) then adequately address it with a suitable explanation.
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2. Problems and Challenges

Detecting Explanation Need in HRI Generally, by providing an explanation, an ex-
plainer, who is in possession of information, conveys relevant parts of this information
to a recipient, the explainee [3]. Most research in the field of explainable AI and human-
robot interaction looks at this with the motivation to increase transparency of and trust
in the artifact’s functioning [4]. In social interaction settings, in contrast, a behavior ex-
planation does not only aim for mere understanding but also manages a relationship by
influencing how an interaction partner is perceived [5]. This is supported by the finding
that humans explain events that are perceived as surprising and negative [6], e.g. try-
ing to justify a behavior and positively influence how it is perceived. De Graaf & Malle
[7] present findings that humans explain robot behavior similar to human behavior, and
thus argue for taking perceived intentionality, surprisingness and desirability of the robot
behavior into account.

While humans may have an intuitive understanding of which behavior they expect
to be negatively surprising, the task of detecting such a need for explanation is a complex
issue for social robots as it strongly depends on the context the behavior is executed in
and dynamically evolves within an interaction. A straightforward approach to detect an
explanation need was implemented by Koeman et al. [8] who implemented a graphical
user interface that offers buttons for users to request explanations. A less reliable but
also less disruptive approach is to equip a robot with a cognitive model of the user’s
understanding and offer explanations in case of an estimated lack of it. For instance,
Chakraborti et al. [9] equip a robot with a mental model of the user’s understanding of its
behavior which allows the robot to plan its path in a human-aware manner. This way the
robot can either choose a path that matches the human’s mental model or choose a path
that diverges from users’ expectations and offer an explanation in order to update the
user’s model. Further, a robust understanding of humans’ explanation needs can benefit
from taking into account user feedback. One intuitive means for humans to indicate a
need for explanation are verbal explanation requests [10], other approaches propose to
access users’ explanation need via dialogue [11].

Understanding Explanation Need in HRI Once a need for explanation is detected, a
robot needs to be able to identify the nature of the explanation need and thus figure out
what about its own behavior may need to be explained. This means that robots need to be
endowed with a self-situation awareness in order to classify their behavior in the current
interaction setting. Instead of giving a complete set of reasons, an explainer selects a set
of reasons that is most useful to the explainee [10]. In this, verbal explanation requests
hold particular epistemic value: one way to break down a user’s explanatory need is to
carefully consider the question asked, which informs about the explainee’s knowledge
gap and thus provides insight into what may be helpful information [10]. In addition to
enabling correct identification of the aspect of behavior that calls for an explanation, the
robot’s self model further needs to enable access to the reasons and thus be structured in
an interpretable manner [12].

Addressing Explanation Need in HRI The question of how to adequately meet a par-
ticular users’ explanation need is again context-dependent and different explainers have
different means for explanation at their disposal. While disembodied intelligent systems
use written text or imagery, embodied agents and especially humanoid robots have the
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advantage of being able to use social cues such as speech and movement to explain sys-
tem decisions [13]. Moreover, using natural language explanations is advantageous in
HRI settings as it enables smooth integration in the interaction and intuitive communi-
cation such as verbal explanation requests [14]. For this, a robot needs to be able to map
decisive factors in its decision process to verbal explanation. Based on findings that peo-
ple explain agent behavior similarly to human behavior, a prominent choice for explain-
able agents and robots is to verbalize selected reasons in line with belief-desire-intention
principles [15,4]. Lastly, the robot needs to have basic dialogue abilities to ensure mutual
understanding.

3. Towards Robots that Meet Users’ Need for Explanation

In previous and recent work, we have started to address these challenges of meeting
users’ need for explanation in HRI.

Detecting the Need for Explanation In order to assess whether humans’ need for robot
behavior explanations is comparable to the findings in human-human interaction, we
conducted an empirical investigation of the effects of a social robot’s behavioral self-
explanations depending on behavioral attributes such as perceived intentionality, surpris-
ingness and desirability of the robot behaviors [16]. Explanatory success was assessed
in terms of an increase of users’ understandability and desirability of robot behaviors. In
an online video study, participants (N = 97) watched a set of six robot behavior videos,
evaluated as surprising in a pre-study, paired with verbal behavior explanations. While
understandability was significantly increased for all behaviors except the most under-
standable one, desirability ratings were increased to a statistically significant extent for
three out of four behaviors that were previously as undesirable, while not having a statis-
tically significant impact on desirable behaviors. The robot’s explanations were thus par-
ticularly helpful for negatively perceived behaviors which suggests that people’s strategy
to explain intentional and observable behaviors that are surprising and negative [6] may
be transferable to human-robot interaction. Based on the view of the process of explain-
ing as a dialogue, and considering the prospect of deducing not only when an explana-
tion is needed but also what type of information a user might be missing, an explana-
tion dialogue model that offered explanation as a response to users’ requests was devel-
oped and employed as part of an explainable interaction architecture [17]. An interac-
tion study revealed that, even though specifically instructed to do so, overall, participants
were hesitant to request explanations [17].

Identifying the Need for Explanation To be able to classify a user’s explanation need
regarding its own behavior in retrospect, in our explainable interaction architecture [17]
the decision process was structured in an interpretable manner. The robot was equipped
with internal needs that dynamically change over time and, in combination with external
influencing factors such as a user entering the room, led to the autonomous selection of
certain behavioral strategies (driving towards the user / the charger). Strategies consisted
of low-level actions which were represented as behavior trees (BTs) [18]. The factors
that led to the initiation of a strategy were saved as a decision snapshot in the robot’s
self model, enabling access of this information in case of an explanation request. Which
reasons to select for the explanation was deduced from users’ natural language explana-
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tion requests. In the first implementation this was realized as a differentiation between
what- and why-requests [17]. While this first implementation only enabled explanation
of the currently active behavior, a user study revealed the necessity to refer to past be-
haviors [17]. In order to match the selection of reasons with the explainee’s knowledge
gap more specifically, a more elaborate reference resolution component was introduced,
which detects temporal adverbial and verb constraints in the syntactical dependency tree
of utterances, executes a query in an episodic memory, and then scores the resulting en-
tries to find the referred behavior [19]. For this purpose, the robot’s self model and, more
specifically, its episodic memory were equipped with a graph database that stores and
queries representations of the internal execution. This enables inference of reasons for
past events, as well as access to and thus explanation of failed strategies [19].

Addressing the Need for Explanation In order to communicate explanations in a suit-
able manner, we decided to give natural language explanations that build on folk-theory
of how people explain intentional behavior. After confirmation of positive effects of five
explanation types in an empirical study [16] we developed an explanation dialogue model
that incorporated the pre-evaluated explanation types and step-wise adaptation of expla-
nation strategies according to user requests [17]. This model was integrated in the robot’s
dialogue management and enabled the robot to verbalize its decision process in terms of
intention or action explanations. In case of subsequent elaboration requests, it added a
more complex, causally structured explanation. Additional to these content specific com-
municative capabilities, the robot was equipped with basic dialogue abilities such as rep-
etition of misunderstood utterances and saving information in the context which enable
grounding, repair and feedback and to ensure reciprocal understanding (cf. [17]).

4. Discussion and Implications

While the contributions described here present first achievements in enabling a robot to
meet users’ explanation need, they also have demonstrated the complexity thereof (for
a more detailed analysis see [20]). In order to further extend robots’ abilities to meet
users’ explanatory needs, not only perception-related advances (speech recognition, face
perception) are indispensable. At best, robots’ explanation capabilities could not only
account for users’ explanation need at one specific moment in the interaction, but rather
adapt to user preferences at a number of levels. An explanation situation constitutes a
complex interplay of the participants and their relationships to each other and the ex-
planandum in an explanation situation. Within this construct, explanatory depth could,
for instance, develop over time, or according to the relationship between user and robot.
Further, explanation initiative (reactive vs. proactive) and timing (before or after execu-
tion of a behavior) could be varied based on user preferences or explanandum attributes
(noise, disturbance, first execution). Essentially, this calls for the development of a frame-
work that incorporates more fine graded definition of the determinants of an explanation
situation, and careful consideration of the influence and interplay thereof. For this, find-
ings on explanatory preferences need to be carefully categorized based on who explains
what to whom and with which aim, and how this plays out in HRI. Only then, predictions
about the applicability of insights from human-human interaction and XAI in HRI can be
made and interdependencies detected. Simultaneously, feasibility to deploy such a frame-
work in the complex task of autonomous and explainable behavior generation should be
given consideration continually and validated in actual human-robot interaction studies.
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