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Abstract. Based on the generative adversarial network, this paper proposes a 

method of colorizing gray images without supervision and applies it to the field of 

the automatic coloring of gray comic sketches to solve the problem of the high 

production cost of color comics and the large consumption of human resources. The 

method proposed in this paper mainly improves the classical generative adversarial 

network model in the following aspects: first, the idea of the residual network is 

added to the builder model and the discriminator model to ensure that the training 

of the model can develop in the right direction; secondly, add a gradient penalty 

term to the loss function of the discriminator to accelerate the convergence of the 

model and speed up the iteration; at the same time, the activation function in the 

original model is changed to the Mish activation function, so that the information 

flowing through the network model has higher accuracy and better generalization. 

This paper trained the model of the Anime Sketch Colorization Pair dataset [1] from 

Kaggle, and the final experimental results show that the method is practical and 

feasible. 

Keywords. Generative Adversarial Networks, Unsupervised, Residual Network, 

Gradient Punishment, Mish 

1. Introduction 

Grayscale image coloring is the process of adding color to a monochrome image. The 

original image shading techniques were mainly divided into two methods: color-based 

markers and color-based transfer. Among them, the colorization algorithm of grayscale 

image based on color marker was first proposed by Levin[2] et al, in 2004, and the 

implementation of the algorithm is mainly based on the theory that "space-time adjacent 

pixels of similar intensity should have similar colors" as the premise, and human 

participation is added, which is a semi-automatic colorization method. This requires a lot 

of manual color labeling, and when the edge area of the image is accidentally marked 
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with the wrong color, the false spread of color will occur. Later, Chen[3]et al, proposed a 

colorization method based on segmentation technology, which first divides large-sized 

images into small-size images based on segmentation points, and then uses the 

relationship between the brightness information of small-size images and color space to 

calculate the linear interpolation of each adjacent small-size image, and finally uses the 

diffusion principle to obtain the chromaticity values of all pixels on the entire image. 

This colorization method can ensure the visual effect of the image, and also solves the 

disadvantage that the diffusion algorithm cannot handle large-size images. 

The idea of colorization algorithm based on color transfer was first proposed by 

Reinhard [4] and improved by Welsh[5]et al, mainly by comparing the mean squared error 

of luminance and texture information between the reference image and the grayscale 

image to be colored, to continuously adjust the parameters to achieve the colorization of 

single-channel images. However, because the color change is not only the brightness and 

texture information, even if the brightness and texture information are consistent, the 

color image after coloring is still not very natural. Later, Irony[6]combined the method of 

color diffusion, assigning color to each pixel by segmenting the reference image and 

using neighborhood matching metrics, and finally using color diffusion to color the entire 

image to be painted. Liu[7]et al, grayscale multiple reference images, calculate their 

inherent reflectivity and illumination components, and then transfer the intrinsic 

reflectivity of the reference images to the image to be colored, and achieve colorization 

of the grayscale images by redistributing the illumination components. This algorithm 

needs to use computer retrieval technology to search for multiple images similar to the 

image to be colored as reference images, and to a certain extent, solve the color transfer 

error caused by the difference between the reference image and the target image is too 

large. However, when multiple reference images similar to the target image cannot be 

searched in the network, the final colorization results will not be satisfactory. 

In recent years, with the continuous development of artificial intelligence 

technology, colorization methods based on machine learning have begun to be applied 

to the field of image shading. Cheng[8] et al, first used neural networks to color grayscale 

images, but due to the simple model structure and few training datasets, a large number 

of artifacts appeared in the generated images, and in order to solve this problem, the 

authors also used the post-processing method of bilateral filtering. Zhang[9]et al, 

proposed an image coloring method based on VGG neural network, which transforms 

the coloring problem into a classification task to solve the color information uncertainty 

of the image to be colored, and uses class equilibrium in the training of the network 

model to enhance the diversity of colors and improve the generalization ability of the 

network model. This method can achieve a reasonable colorization result for most images, 

but due to the lack of reference, the color of the image is too averaged and may not 

achieve the ideal effect of the user. The Neural Style Transfer[10] algorithm later proposed 

based on VGG19 is to mix content images and style images together. Designed to 

produce images that are similar to content images but follow the style of reference images, 

and show good results. Cao [11] et al, employ generative adversarial networks to color 

images directly, and try to optimize by introducing noise, introducing random noise 

variables multiple times to each layer of the convolutional layer to encourage the 

generator to produce random and diverse outputs. To a certain extent, this practice can 

achieve the diversification of the generated images, but at the same time, with the 

addition of strong noise in each layer, it will inevitably have an impact on the quality of 

the final image generation. Later, many good colorization algorithms emerged based on 

generative adversarial networks, such as DCGAN, cycleGAN, etc, which is still a hot 
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topic in the field of computer vision for improving the research of generative adversarial 

networks and colorization algorithms. 

The main contribution of this article is as follows: 

� On the basis of generating the confrontation network model, by adding the idea 

of deep residual networks, the training of generating networks and judging 

networks are optimized.

� By adding gradient punishment items to the loss function, the training model is 

accelerated.

� By using the new Mish activation function, replace the previous RELU and 

other activation functions, realize the engineering application of the Mish 

function, and achieve the ideal effect. 

 

2. Question 

Given � � ��, � is the input image vector, �� is a channel gray image vector set, Y is 

the corresponding output after the mapping, is a three-channel color vector, � � ��, 

where �� is a three-channel color image vector set F For the mapping relationship of X 

to Y, there are: 

�	
� = �(�
�) (1) 

In this way, every input X passes through F, there will be an output Y, which 

corresponds to it. The plan of this article is to design a mapping relationship such as F to 

achieve the output from X to Y.

3. Scheme 

Figure 1. GAN model. 

���
�

���
�

�(�, �) = ������(�)[����(�)] + � !��"( ) #��� $1 % �&�(')*-. 

                                               = ������(�)[����(�)] + ����02(�)[���(1 % �(�))] (2) 

In this paper, using a GAN network model based on EM distance, the automatic coloring 

of gray sketch images is finally realized after training pairs of gray-color sketch images.

The generative adversarial network contains a generator and a discriminator[12], in which 
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the generator is mainly composed of an 8-layer convolutional neural network plus a 7-

layer deconvolutional neural network, which ultimately generates a three-channel color 

image by feature extraction and deconvolution of the original single-channel grayscale 

image, while using the resnet idea to ensure the positive direction of training. The 

discriminator uses a three-layer convolutional neural network to feature the image 

generated by the incoming generator and the real color image, and makes a judgment, 

and continuously optimizes its own network according to the judgment result to improve 

the ability of the model to identify "true and false"[12], and the result is also fed back to 

the generator network to iteratively optimize the generator. It is through the continuous 

confrontational iteration between the generator and the discriminator that the purpose of 

unsupervised image coloring is achieved, and from the current experimental results, the 

resulting color image has a high degree of recognition. 

 

3.1.  Implementation Process 

3.1.1. Generative Adversarial Networks 

 

Figure 2. GAN network structure. 

In recent years, with the continuous deepening of research in image colorization, from 

the traditional image rendering method based on manual labeling, to the use of neural 

networks for supervised learning based on reference images, and then to the use of 

unsupervised learning methods that are attracting the majority of scholars to conduct in-

depth research, many methods of image colorization have emerged, and GAN networks, 

that is, generative adversarial networks, are a method of unsupervised learning, the 

essence of which is through the mutual game between two neural networks. Conduct the 

study of feature distributions. 

The GAN network consists mainly of a generator network and a discriminator 

network. Among them, the generator network can be built using a multilayer 

convolutional neural network, mainly used to generate an expected result, and the 

discriminator network determines the result generated by the generator, and defines the 

result as true when it meets expectations, and defines it as false when it does not meet, 

and the result determined by the discriminator will be re-fed back to the generator, 

guiding the learning of the generator, and regenerating new results. The GAN network 

is mainly through such a continuous game confrontation, to gradually reduce the loss of 

the generator, in order to generate enough for the discriminator to determine the true 

result, and the discriminator through the correct or false judgment of each judgment 

result, and constantly improve and enhance its own judgment ability, in order to make 

the correct judgment as much as possible. The ultimate ideal state is to reach a Nash 

equilibrium point, that is, the result generated by the generator is judged by the 
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discriminator, showing that the match and the non-compliance are half of the situation. 

At this point, it shows that the discriminator has not been able to distinguish between the 

results generated by the generator and the real results which is "true" and which is "false", 

in other words, the results generated by the generator have reached a degree of almost 

"false and true", which is the most ideal state expected to be achieved by model training. 

3.1.2. ResNet 

 

Figure 3. ResNet unit. 

ResNet (deep residual network) is mainly proposed to solve the problem of degradation 

of training results caused by gradient disappearance and gradient explosion when 

training deeper and more complex models, and its essence is mainly reflected in the idea 

that when building a network structure, the network model can be appropriately "short-

circuited". As shown in Figure 3 is a residual network unit in a residual structure, such a 

structure ensures that even after the learning of the unit after the gradient has dropped to 

zero, it is only through the identity map after the previous unit, will not lead to the 

gradient disappearance of the problem, this article in the construction of the generator, 

the use of such ideas, to ensure that the learning of the generated network is always in a 

positive and controllable direction. 

3.1.3. Wasserstein Distance 

Wasserstein distance is also called Earth-Mover distance, defined as: 

3(41, 42) = ��67�8(�9,�:)}|�(�,;)�;[||� % <||] (3) 

8(41, 42) is a collection of all possible combined distribution combined by 49 and 

4: distribution. For each possible combined distribution R, you can sample (x,y)~r from 

the medium sample X and Y, calculate this pair of samples || � % < || distance, and then 

calculate the calculation In the combined distribution R, the expected value of the sample 

to the distance �(�, <) � >?@|� % <|@A. In all possible combined distribution, the lower 

boundary ��67�8(�9,�:)}|�(�,;)�;[||� % <||] is the distance of Wassesterstein. 

Wasserstein distance has the following advantages over KL divergence, as well as 

JS divergence: First, it is a distance with positive qualitative, symmetrical, and 

trigonometric inequalities in the strict sense. Second, KL divergence, as well as JS 

divergence, when measuring a distribution, requires that both have the same support, i.e, 

a distribution without a cross cannot be measured, whereas Wasserstein distance can 

measure the distance between any two distributions. This is why Wasserstein distance 

was chosen as a measure for this experiment[18] 
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3.1.4. Mish 

The formula and image of the function are as follows:  

Figure 4. Mish.

6(�) = �B��C(D�6BE�FD(�)) = �B��C(��(1 + G�)) (4) 

It can be seen from the figure that the function is not completely truncated when the 

value is negative, but allows a relatively small negative gradient to flow in, thus ensuring 

the flow of information. This makes this activation function borderless, allowing it to 

avoid the gradient saturation problems that usually exist with activation functions such 

as sigmoid and tanh. That is, in the case of the two sides taking the limit, the gradient 

approaches 1.The Mish activation function cleverly avoids this while also ensuring the 

smoothness of each point, which makes the gradient descent effect better than ReLU. 

The Mish function is a self-regular, non-monotonic neural activation function, and the 

smooth activation function allows better information to penetrate deep into the neural 

network, resulting in better accuracy and generalization. According to the paper 

experiments related to the mish activation function, the final accuracy of the function is 

improved compared to both Swish and ReLU[12]. 

 

3.2.  Model 

3.2.1. The composition structure of the generator network model 

 

Figure 5. Generator model. 

��DD_� = ���_��DD + (H I �1_��DD I �1_��DD) + (H I BJ_��DD I BJ_��DD) (5) 

���_��DD = K���><�>�DDG�B>�E<(1, �_�G�G_�FB) (6) 

�1_��DD = B6. >GMFNG_�G��(|B�>�GB % �G�_�FBEFB|) (7)
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BJ_��DD = B6. >GMFNG_�G��(|O�|) + B6. >GMFNG_�G��(|O<|) (8) 

Here, the loss function of the generator is mainly composed of three parts, first of all, the 

grayscale image is the result of the distribution formed by the output of the discriminator 

network and the distribution of 1 by dichotomous cross-entropy, and then the L1 loss of 

the P-fold true color image and the image generated by the generation network, and 

finally the L1 loss of the change between the adjacent pixels of P times. The first part is 

the distance between the generated distribution and the distribution judged to be true by 

the discriminator, the second part is the distance between the generated image and the 

corresponding true color image, and the last part indicates that the pixels of adjacent 

images in the generation process should have a similar change trend. The three-part loss 

and the smaller the resulting image, the more realistic the resulting image. 

3.2.2. The composition structure of the discriminator network model 

 

Figure 6. Discriminator model.

��DD_� = �_>G�� + �_�G�G + �E (9)

�_>G�� = K���><�>�DDG�B>�E<(1, �_>G��_�FB) (10) 

�_�G�G = K���><�>�DDG�B>�E<(0, �_�G�G_�FB) (11) 

�E = H �
�� ��RS

[(||T�� �(�� )||: % 1):] (12) 

� = �
�� ��2

[(�(�� ) % �
����

[(�(�)] + H �
�� ��RS 

[(||T�� �(�� )||: % 1):] (13) 

Where �� sample from �U and x with t uniformly sampled between 0 and 1:

�� = B�U + (1 % B)0 V B (14) 

The loss function of the differential device here is mainly composed of three parts. 

After the real color image is based on the discriminator network, the result formed with 

the 1 distribution of the two-point cross-entropy is formed. The result obtained is adding 

a gradient punishment item. The first two are mainly based on the judgment of the 

distribution similarity, and the determination of the judgment of the generator generated 

and the degree of determination of real images is improved. The latter gradient 

punishment item is mainly to accelerate convergence and speed up iteration.
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4. Experiment 

 

Figure 7. epoch0: sketch image. Figure 8. epoch0: real image. Figure 9. epoch0: generated image. 

 

Figure 10. epoch100: sketch image. Figure 11. epoch100: real image. Figure 12. epoch100: generated 

image. 

 

Figure 13. epoch200: sketch image Figure 14. epoch200: real image Figure 15. epoch200: generated image 

 

Figure 16. epoch300: sketch image Figure 17. epoch300: real image Figure 18. epoch300: generated image 

4.1.  Dataset 

This paper experiments use an animated sketch coloring pair dataset from Kaggle[1]. The 

dataset contains 17769 pairs of sketch color animated character images, of which the 

training set contains 14224 images and the test set includes 3545 images[19]. Each image 

is an RGB image with a size of 512*1024. Before the model training, the input image is 

first simply preprocessed, each picture is segmented and resized into two 256*256 size 

pictures to form a gray-color corresponding image pair, and then input into the model 

separately for feature extraction. The experimental selection of bitchsize is 100, the set 

learning rate is 0.0002, and the model is trained for 300 epochs, and the color effect of 

part of the training process is shown in the figure above. Figure 7-Figure 9 shows the 
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effect of the training and test sets during initial training, Figure 10-Figure12 shows the 

effect of the training set and test set after 100 epochs, Figure 13-Figure 15Figure shows 

the generation of the test set and training set after 200 epochs, and Figure 16-Figure 

18Figure shows the generation of the test set and training set after 300 epochs. At this 

point, some of the generated images have reached the criteria that are more acceptable 

for artificial discrimination. This experiment is based on ubuntu20.04 operating system, 

CPU 2.5GHz 6-core Intel core i5, GPU NVIDIA GeForce RTX 3080, memory 12GB, 

the programming language used is Python3.6, and the framework based on deep learning 

is tensorflow. 

4.2.  Evaluation 

4.2.1. Objective evaluation 

 

Figure 19. FID value of the model. 

FID: It measures the similarity of two sets of images from the statistical aspect of the 

computer vision features of the original image, and is a measure of the distance between 

the real image and the feature vector that generated the image. This visual feature is 

extracted and calculated using the Inception v3 image classification model. FID has a 

score of 0.0 in the best case, indicating that both sets of images are identical. A lower 

score indicates that the two sets of images are more similar, or that the statistics of the 

two are more similar [17]. FID scores are often used to assess the quality of images 

generated by generative adversarial networks (GANs), and lower scores have a high 

correlation with higher quality images[14]. 

 

Figure 20. SSIM value of the model.

SSIM: structural similarity indicator, proposed in 2004, is a measure of the degree of 

distortion of the picture, can also measure the similarity of the two pictures of the 

indicator, SSIM is the perception model, more in line with the intuitive feeling of the 

human eye, mainly in measuring the correlation of adjacent pixels of the image, to reflect 

the structural information it has, but because SSIM should be applied to the local, so in 

fact, we use mean-SSIM, that is, first divide an image into some areas, Find an SSIM 
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value for each region, and then the average of the SSIMs of all regions above an image 

as the SSIM value of the entire image, the higher the value, the higher the similarity. 

4.2.2. Subjective evaluation 

Although the quantitative evaluation index can more objectively reflect the performance 

of different image shading models, for the subject of colorization, the subjective 

evaluation of the color results artificially is also in line with the needs of production and 

life. Therefore, this paper selects the internationally recognized, 5-point quality 

evaluation index and scores it based on the user's intuitive visual experience, and the 

results are equally effective for evaluating the quality of the model's colorization ability. 

Of course, the results are affected by the interests, emotions, visual characteristics, 

psychological factors, etc. of the candidates, and will have certain one-sidedness and 

limitations. 

Table 1. User evaluation standard. 

Score User visual perception quality
1 Information about the picture of the gray degree

2 Keep a small part of the gray information 

3 Keep most gray information

4 Keep grayscale information and basically no noise 

5 As a result, it is natural, rich, full of noise

 

4.3.  Comparison 

 

Figure 21. a sketch image for test Figure 22. a real image for test

Figure 23. epoch0: generated image(a) Figure 24. epoch0: generated image(b) Figure 25. epoch0: generated 

image(c) 
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Figure 26. epoch100: generated image(a) Figure 27. epoch100: generated image(b) Figure 28. epoch100: 

generated image(c) 

 

Figure 29. epoch200: generated image(a) Figure 30. epoch200: generated image(b) Figure 31. epoch200: 

generated image(c)

Figure 32. epoch300: generated image(a) Figure 33. epoch300: generated image(b) Figure 34. epoch300: 

generated image(c) 

As shown in Figures 21 to 34: Three different models are colored under the same gray 

image as the input conditions of the model, and when different training cycles are used. 

Where a corresponds to the picture generated by the style transfer algorithm model, b 

corresponds to the picture generated by the cycleGAN algorithm model, and c 

corresponds to the picture generated by the algorithm model proposed in this paper. 

Through comparison, it can be clearly seen that the algorithm model proposed in this 

paper is relatively faster in training and has a relatively better coloring effect. 

Table 2. Comparison from different methods.

Methods FID SSIM (mean) SSIM(standard deviation)
Neural Style Transfer 346.712 0.6352416 0.09634227

CycleGAN 273.243 0.7136576 0.08305232

GAN in this paper 272.034 0.7665779 0.065

As shown in Table 2, the results of the images generated by this experimental model 

on the SSIM index are better than the two more cutting-edge algorithmic models based 

on the evolution of the GAN network, and the results of the FID indicator are also better 

than the other two algorithms in the same training period, and the value of the SSIM 

standard deviation indicator is lower than that of the other two algorithm models, which 

shows that the improvement trend of the image quality generated by the algorithm model 

proposed in this paper is also relatively stable[16]. 
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Methods Color naturalness Color saturation Colorfulness 
Neural Style Transfer 4.1 4.1 4.2 

CycleGAN 4.3 4.2 4.3 

GAN in this paper 4.5 4.3 4.5 

This time, a total of 50 participants of different ages were randomly selected, 30 

pairs of images generated by different algorithms were scored, and each participant was 

shown the color renderings generated by each model when the same grayscale sketch 

image was used as input, and it was required to select the image that was considered to 

be more natural and more in line with the general visual effect within 5s of time, and the 

participants were not informed of the algorithm model corresponding to each generated 

picture before making their own judgment. As shown in Table 3, the results of image 

quality evaluation based on user evaluation criteria can be seen as the results of coloring 

by the method proposed herein, which have a higher degree of recognition. 

5. Discussion 

This paper is mainly committed to providing a new and feasible reference scheme for the 

automatic coloring process of gray sketch images, so as to solve the problem of large 

human resources consumption and high production cost when manually coloring sketch 

sketches in the field of animation production. Based on the generative adversarial 

network, by integrating the idea of residual network, and introducing the mish activation 

function and gradient penalty term, this paper successfully builds an unsupervised 

automatic colorization model, and trains and tests on the dataset by animated sketch 

coloring, and finally achieves good results.  

Since this experimental model is based on the generative adversarial network to 

build, so there are higher requirements for the computer hardware platform, training the 

model, the memory occupation is larger, in the future can consider from the calculation 

resource occupation aspects of the improvement, reduce the training cost of the model, 

so that the model is more convenient to build, the dependence on the computer 

configuration is lower. 
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