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Abstract. The low resolution of infrared images makes it more difficult to detect 
objects, and the quality of detection results obtained by the CNN based object 
detection model are worse for few-shot problems. Two-stage Fine-tune Approach 
(TFA) is effective to improve the precision of detection for few-shot problems. 
Because of the category imbalance of training samples, TFA has the problem of 
misclassification. To solve this problem, TFA with similarity contrast (SC-TFA) is 
proposed. The VOVNetv2 is used as the backbone network to improve the detection 
accuracy. The similarity contrast detection head is added to the detection module to 
improving the classify performance. And both cosine similarity and Euclidean 
distance are used as the similarity measure in the contrast loss function. The 
effectiveness of the improved TFA for the few-shot problem is verified on the VOC 
dataset and the infrared ship dataset. The average precision of the novel categories 
(nAP) of SC-TFA on VOC dataset and the infrared ship dataset reaches 54.92% and 
41.1% respectively, which is 4.7% and 3.4% higher than TFA. 
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1. Introduction 

Compared with RGB images, infrared images are less affected by the harsh environment 

conditions. Infrared image can be used normally under conditions such as strong light 

irradiation, complete darkness, and haze weather. Infrared images are widely used in 

military, transportation, security and other fields. In some special scenes, such as military 

scenes, it is difficult to obtain infrared images for the target, and the commonly used deep 

learning models cannot obtain qualified detection results because of the few-shot 

problem. 

Existing object detection model have limitations in infrared object detection for few-

shot problem. Duan et al. [19] propose to add an auxiliary network to Yolo, which can 

improve the quality of detection result for infrared object; Shu et al. [20] propose to 

improve Yolov5 by using DenseNet. These methods can improve the accuracy of infrared 

object detection, but do not perform well on the problem of few-shot. 

The RepMet [1] to learn the multi-modal distribution of different categories of 

training samples while optimize the model parameters, so that the model can obtain the 

classification and detection ability in the case of few-shot learning. Xin et al. [4] fine-
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tuning the full connected layer and the detection head to accomplish few-shot object 

detection. Transfer learning can reduce the data requirements of the model, but it is easy 

to misclassify due to the unbalanced samples of base classes and novel classes. 

To solve the problems mentioned above, TFA is used as the baseline, and improved 

by adjusting the network structure and loss function. The contributions of our work can 

be summarized as follows:  

In the feature extraction part, dense connection is used to improve the feature 

extraction ability of the model. ResNet is replaced by VOVNetv2 [7] in the backbone, 

which accomplish the reuse of the feature map in the channel dimension by densely 

transferring the feature map to the deep layer. During the fine-tuning stage, a similarity 

contrast detection head is added to improve the detection accuracy. The loss function 

uses both cosine similarity and the Euclidean distance of the feature vector, which make 

feature with the same category label aggregation, and separate the feature with different 

categories label. It can improve the classification precision of the detection model. 

2. Related work 

Transfer learning, which is used in few-shot problem, learns knowledge from the source 

domain with enough training data, and then transfers it to the target domain which has 

limited training data. TFA pretrained the model on the base dataset, and then in the few-

shot fine-tuning stage, only the parameters of the box classification and regression in the 

model is updated. The dataset used in the few-shot finetuning stage contains training data 

of the novel classes and the base classes. The training strategy make the model has the 

detection ability for both the base classes and novel classes, and the model achieves better 

 

Figure 1. The structure of the model used by TFA 

detection results. The structure of TFA as shown in Fig.1. 

FSCE [8] based on TFA proposed a contrastive loss to improve the classification 

performance of the model. FSCE measures the similarity between the feature with 

different categories labels, and a contrastive loss function is added to increase the 

consistency between feature with the same category labels and improve the difference of 

feature with the different category labels, and finally improves the accuracy of few-shot 

object detection. The cosine similarity is used in the contrastive loss function to measure 

the feature similarity. The Euclidean distance of the vectors in the feature space is ignored. 

3. The proposed method 

TFA is used as the baseline, adopt the two-stage finetune approach and obtain the model 

that can complete the detection task in the case of few-shot. In the feature extraction 
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stage, VOVNetv2 [7] is used as the feature extraction network, and the information in 

the feature map is fully utilized by the dense connection, so as to obtain better detection 

results. In the stage of fine-tuning, the parameters in the backbone network are fixed, and 

the similarity contrast detection head is added to the model with reference to FSCE. By 

improving the contrast loss function, the accuracy of the model for object classification 

is increased. The improved model structure as shown in Fig.2. 

 

Figure 2. The structure of SC-TFA 

3.1. Improve backbone via VOVNetv2 

The backbone network used by TFA is ResNet-101, and the residual network alleviates 

the problems of gradient disappearance and gradient explosion through skip connections, 

so that the model can be deeper and have stronger feature extraction capabilities. 

Through the dense connection, the feature extraction ability of the backbone network can 

be further enhanced, so VOVNetv2 is used to replace ResNet. 

VOVNetv2 mainly consists by improved OSA modules. The input image first passes 

through the stem block composed of 3×3 convolutional layers, and then the OSA module 

of 4 stages. At the end of each stage, a 3×3 max pool layer with stride of 2 is used for 

downsampling. The OSA module mainly uses 3×3 convolutional layers. In order to 

reduce the redundant information of a large number of feature maps generated by 

aggregation, concat is only performed in the last layer. Then, the weights are allocated to 

the obtained feature maps through the effective squeeze and excitation modules (eSE) 

[7], so as to obtain more reliable feature maps. The structure of OSA as shown in Fig.3. 

 

Figure 3. The structure of OSA 

3.2. Cosine and Euclidean Distance (CED) loss 

In the object detection task, the localization and classification of the object are need to 

complete. In order to obtain better object classification results, it is necessary to make 

the eigenvectors of different categories to be separated in the feature space, and the 
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eigenvectors of the same category to be aggregated. To obtain the feature that are suitable 

for the task of object detection, in addition to an effective backbone network, an 

appropriate loss function is also required. Therefore, the similarity contrast detection 

head is added to the model, and define the cosine and Euclidean distance (CED) loss. 

The definition of the SC-TFA loss function is as follows: 

������ � ���� � �	�
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Ltotal is the total loss function of the model; Lrpn use binary cross-entropy loss to product 

regional proposal; Lcls is a cross-entropy loss which is used to classify the bounding box; 

Lreg use smooth L1 loss to get the more precise bounding box positioning; LCED used in 

the similarity measurement branch, and α is a hyper-parameter. 

The content of similarity measure includes angle and Euclidean distance，and the 

LCED is defined as follows:  
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where LCOS is used to calculate the loss of angle similarity, and LED is used to calculate 

the loss of Euclidean distance. For the N features of the similarity contrast detection head 

input, the calculation process of LCOS is as follows:  
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where f (‧) is a conditional judgment function, output 1 when the given condition is true, 

otherwise output 0; xi is the feature of i-th region proposal; ui is the value of Intersection 

over Union (IOU); yi is the ground truth; Nyi is the number of region proposal which label 

is yi; τ is a hyper-parameter. 

The loss function is constructed by the cosine similarity of the features. Cosine 

similarity has the disadvantage of ignoring distance. As shown in Fig.4, feature A is more 

similar to feature B than feature C when only cosine similarity is considered. 

 

Figure 4. Two-dimensional schematic diagram of the distribution of different categories of eigenvectors in the 

feature space 
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Therefore, it is necessary to add the loss function of the distance metric, and the 

calculation process of LED is as follows:  
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LED uses Euclidean distance as the similarity measure of feature, which aggregate 

features of the same category and increase the distance between features of different 

categories. 

4. Experiment 

In this section, the split of the dataset, the setting of model hyperparameters, and visualize 

the detection results will be detailed. 

4.1. Dataset 

During the experiments, the PASCAL VOC dataset and infrared ship dataset are used to 

train and test the model. The VOC dataset with a total of 20 classes of objects is divided 

into 15 base classes and 5 novel classes. For the infrared ship dataset, there are a total of 

7 classes of ships, and be randomly divided to 5 base classes and 2 novel classes. The 

infrared ship dataset has a total of 8400 infrared images, of which 1200 are used as the 

test set, and the remaining images are used as the training set. 

For the few-shot problem of K-shot (K=5, 10), using random sampling to select K 

instances for each category. In order to prevent data leakage, the data used in the training 

process is sampled from the train set of datasets, and the test set of datasets is used for 

testing.  

In the divided dataset, the number of training samples corresponding to base 

categories is not limited. It is used in the base-training to provide pre-trained model 

parameters for subsequent training. Both base categories and novel categories in the fine-

tuning process can only use K instances to train the model. In the process of testing the 

model, the AP50 of the base categories(bAP) and the AP50 of the novel categories(nAP) 

are calculated to evaluate the quality of the model. Since the model is mainly aimed at 

the few-shot object detection, nAP is used as the main evaluation of the model. 

4.2. Implementation Details 

During training, the batch size is set as 16. To alleviate overfitting, multiple data 

augmentation strategies are employed, including mosaic, random scale and adjust 

chroma. Mosaic [13] cuts and splices 4 images to enrich the background of the image; 

random scale randomly enlarges and reduces the size of the original image, enriching the 

object data of different scales; adjust chroma transforms the RGB color components of 

the image, and enhances the model to color robustness of transformations. 
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The SGD with momentum 0.9 and weight decay 0.0001 is used as optimizer. The 

learning rate is set as 0.01 during the base training and set as 0.001 during the fine-tuning. 

In order to make the model converge better the learning rate decay strategy is adopted. 

For alleviating the large oscillation of the model in the early stage of training, warm-up 

strategy is used, using a small learning rate for the first 200 steps, and then gradually 

increasing to the base learning rate. 

4.3. Experiment Results 

In the detection process, TFA is used as the baseline. The backbone network and loss 

function of detection head in the model are adjusted. MobileNetV2, ResNet, ResNeXt 

and VOVNetv2 is compared by the bAP of the base training result. The results of the 

comparison are shown in Table 1. 

It can be seen from the detection results that using VOVNetv2 as the backbone 

network can improve the detection results of the model. Using MobileNetV2 can obtain 

a higher detection speed, but the detection accuracy is obviously inferior to other 

backbone networks. Since the base training stage needs to provide the parameters of the 

backbone network for the finetune stage, the accuracy loss will be amplified in the few-

shot training. Therefore, VOVNetv2 is used as the backbone,  

Table 1. Comparison of detection results of different backbone networks in the base training stage 

Backbone bAP FPS 

MobileNetV2 67.88% 20.60 

ResNet-101 79.80% 13.16 

ResNeXt-101 78.99% 7.09 

VOVNetv2 80.31% 10.11 

In the finetune stage, the parameters of the backbone are fixed, and fine-tun the 

parameters of the detection head by the samples of novel categories. Through the 

similarity contrastive detection head, the angle and Euclidean distance difference of the 

feature vector in the projection space are used to optimize the model parameters to obtain 

the better detection results.  

TFA is used as the baseline to conduct ablation experiments, and compared the 

effects of VOVNetv2 and CED loss on the few-shot object detection. nAP is used as the 

evaluation standard, and the detection results of the model at 5-shot and 10-shot are 

obtained, and the detection results are shown in Table 2. 

Table 2. Ablation experiment results of improved models on VOC dataset 

Models Backbone Contrastive Loss  

nAP 

5-shot 10-shot 

Model-1 ResNet-101 LCOS 45.26% 53.17% 

Model-2 VOVNetv2 LCOS 47.34% 53.74% 

Model-3 ResNet-101 LCED 47.24% 54.58% 

Model-4 VOVNetv2 LCED 49.07% 54.92% 
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Model-1 in the table use ResNet-101 as the backbone and use only cosine similarity 

in the similarity contrast loss function. The 5-shot and 10-shot nAP of this model on the 

test set dataset respectively reach 45.26% and 53.17%. Model-2 uses VOVNetv2 as the 

backbone, which increases the 5-shot and 10-shot nAP by 2.08% and 0.57% compared 

to the baseline. Model-3 uses LCED on the similarity contrastive detection head, the 5-

shot and 10-shot nAP of the model are increased respectively by 1.98%. and 1.41%. 

Model-4 uses both VOVNetv2 and LCED to obtain the best detection results, the 5-shot 

and 10-shot nAP have increased to 49.07% and 54.92%. 

Table 3. Compare SC-TFA with common few-shot models on VOC dataset 

Models Backbone 

nAP  

5-shot 10-shot 

RepMet InceptionV3 34.4%  37.2% 

Meta R-CNN ResNet-101 41.2%  48.1% 

TFA ResNet-101 48.7%  50.2% 

FSCE ResNet-101 45.2% 53.2% 

SC-TFA (ours) VOVNetv2 49.1% 54.9% 

SC-TFA can obtain qualified detection results with a small number of samples. 

Compared with common models for few-shot problems, our model is able to achieve 

higher nAP in both 5-shot and 10-shot cases. The test results are shown in Table3. 

The detection results are visualized as shown in Figure 5. When detecting some 

objects with special angles, it is missed by TFA, FSCE, but SC-TFA can detect them, as 

shown in Figure 5 (b), (e), (h). In the case of complex occlusion, it is difficult for the 

model to accurately locate and classify the object. TFA did not detect heavily occluded 

aircraft, and the detection results of FSCE and SC-TFA were also unqualified， as shown 

in the Figure 5 (c) , (f) and (i). 

SC-TFA also got qualified detection results on the infrared ship dataset, the nAP of 

2-way 5-shot and 2-way 10-shot is 34.6% and 41.1%. The experimental results have 

shown that the improvement of the model is also effective for the infrared ship dataset. 

The detection results on infrared ship dataset are visualized as shown in Figure 6. When 

the object is of regular size, because of the improved backbone, SC-TFA can obtain the 

qualified detection results under the condition of both regular and low resolution, as 

shown in Figure 6 (a) and (b). For small objects and truncated objects, the improved 

model can also obtain good detection results, as shown in Figure 6 (c) and (d). For 

slightly occluded objects, the improved model still performs well, as shown in Figure 6 

(e). For ships in the port scene, due to the density and serious occlusion of objects, and 

some objects are unavoidable to be lost, SC-TFA can detect part of all objects, as shown 

in Figure 6 (f). 
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    (a)                 (b)                 (c)
 

   

(d)                 (e)                 (f) 

      

(g)                 (h)                 (i) 

Figure 5. Comparison of test results of TFA, FSCE and SC-TFA on VOC dataset for 10-shot object detection. 

   

                       (a)                  (b)                     (c) 

   

                       (d)                  (e)                     (f) 

Figure 6. The detection result of SC-TFA on infrared ship dataset for 2-way 10-shot. 

5. Conclusion 

In this paper, the model named SC-TFA is proposed for few-shot infrared ship detection. 

SC-TFA obtain a reliable few-shot object detection result by fine-tuning training with 

improved backbone and similarity contrast loss function. In the process of base training, 

using VOVNetv2 as backbone, which can extract and aggregate image features of 

different receptive fields. In the process of fine-tuning stage, using cosine similarity and 

Euclidean distance of features in the similarity contrast loss function, so as to obtain 

more effective features for infrared object classification. The improved model has 

FSCE 

SC-TFA 

(ours) 

TFA 
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increased detection accuracy compared with TFA on the VOC dataset.
 

SC-TFA can 

obtains the qualified results for few-shot infrared object, and favorable detection results 

can still be obtained when detecting complex and occluded objects.  
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