
Improving the Performance of Industrial 

Dyeing Recipe Models by Taking Log-

Zhiwen TUa, Congwei SONGb, Xianan QINa,c,1 and Xiaoming John ZHANG 
b,2 

a
 National Engineering Laboratory for Textile Fiber Materials and Processing 

Technology, Zhejiang Sci-Tech University, Hangzhou 310018, China 
b

 Yanqi Lake Beijing Institute of Mathematical Sciences and Applications (BIMSA), 
Beijing 101408, China 

cZhejiang Provincial Innovation Center of Advanced Textile Technology, Shaoxing 
312000, China. 

Abstract. Recent research advances on fabric dyeing have focused on modeling the 

relationship between dye concentrations and the final color on fabrics. The emerging 

techniques in related studies have great potential to evolve the traditional dyeing 

industry to manufacture much more smartly. Given that dyeing is a complex process 

regulated by many factors, one of the challenging problems in the aforementioned 

techniques is to maintain the modeling accuracy at acceptable level. Other than 

developing high-performance algorithms and model architectures, it is also 

important to include effective data pre-processing techniques in modeling. In this 

paper, we show that conducting log-transform to the industrial dyeing data can 

greatly improve the performance of industrial dyeing recipe models. Such 

observations are confirmed on modeling tasks using different formats of color as 

input and different types of loss function in the model training. These findings may 

provide useful implications for related studies for the dyeing industry. 

Keywords. Dyeing industry; Dyeing recipe model; Data pre-processing; Log-

transform; Machine learning.  

1. Introduction 

Dyeing is of great importance to the textile manufacturing industry. In a typical fabric 

dyeing process, dyes are first diffused and then adsorbed in the fabric fibers [1]. The 

color of the dyed fabric is determined by the amount of dyes that are fixed on the fabric. 

The amount of dyes that finally stay on fabrics can be affected by many complex factors 

during the dyeing process [2], which has made recommending accurate dyeing recipes 

become challenging.  

In fact, if the dyeing process is conducted under routine procedures, many factors 

in the dyeing process, such as water quality and temperature [3-5], can be seen as 

controlled. In this case, the quantitative relationship between the inputs and the outputs 

(i.e., the target color and the dye concentrations, respectively.) can be constructed and 
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used as dyeing recipe recommender  [6-8] for practical dyeing manufacturing tasks. 

Thanks to the development of modern industrial big-data techniques [9-13], it is now 

feasible to build such recommenders based on industrial manufacturing records from the 

dyeing manufacturers. In our earlier work, we have reported the building of such a 

recommender based on a modular architecture structured system, in which individual 

gradient boosting regression trees (GBRT) are trained from dyeing manufacturing 

records for single types of fabric versus dye combinations [14]. GBRT can predict dye 

concentrations with prediction errors as good as ~7-10% [14], and have also been 

successfully applied into other applications with great model performance [15-18].  

Despite the success of using GBRT, the earlier report lacks baselines for 

comparison [14]. It is thus helpful to conduct the model training on simpler regression 

models, e.g. multivariate linear equation, which are frequently used as baselines for 

modeling studies. Also, many important observations in previously reported modeling 

tasks can be tested again on the baseline model. In this regard, we have modeled the 

relationship between dye concentrations and the color of the dyeing process for a reactive 

dye combination (which is composed of Colvaceton reactive dye-navy blue CF (CRD-

navy blue), Colvaceton reactive dye-bright red 3BSN150% (CRD-red) and Colvaceton 

reactive dye-yellow 3RS150% (CRD-yellow)) on rayon fabrics using multivariate linear 

equations. In particular, we have analyzed the effects from log-transform on the model 

performance. We confirm that log-transform can improve the model performance and 

such observations can be obtained in modeling with different color formats as input. Loss 

function with squared symmetric percent error (SMPE) (See Section 2.1 for the details), 

which has been found to outperform conventional least-square (LS) loss function in an 

earlier report [19], does not show superiority in industrial dyeing recipe modeling tasks. 

However, the improvement on the model performance by log-transform can still be 

observed in the model training where SMPE is introduced in the loss function. 

2. Results and discussion 

2.1. Data collection and the settings for regression modeling 

The multivariate linear regression modeling is conducted on an industrial dyeing dataset 

which has been reported in the earlier report [14]. The dataset is consisted of 810 

industrial dyeing records for rayon fabrics using a combination of three reactive dyes 

(CRD-red, CRD-Navy blue and CRD-yellow). This dataset was provided by Shaoxing 

Xingming Dyeing & Printing Co., Ltd. in Zhejiang Province of China. Conventional 

least-squares (LS) method is by default used to minimize the loss function  
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in regression, where �����,� is the concentration predicted by model and �����,� is the true 

dye concentration. In addition, we have also tested a second form of loss function in 

linear regression modeling, where the squared residue term is replaced by squared 

symmetric percent error (SMPE)�2 �����,����� �,�
�����,�!��� �,�"

�
[19]. The color format is chosen as 

either RGB or CIELAB, which is provided by the color measurement and can be 

calculated from the full spectra values that are obtained from the color measurement. 

These two multivariate linear equations are used in this study: 
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where #� is the i-th model parameter (#$ stands for the constant term); R, G and B stand 

for the RGB values; L, a and b stand for the CIELAB values. The complete dataset is 

randomly divided into two parts for model training and testing under a ratio of 60% to 

40%, which is under the same setting as in reference [14]. Mean absolute error (MAE), 

mean absolute percent error (MAPE) and weighted absolute percent error (WAPE) are 

used to quantify the model performance. The definitions of these metrics are shown as 

below [14], [20]: 
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where N is the number of concentration pairs. We repeat 21 times for each modeling task 

and report the metrics of the one whose MAPE is the median.  

In this paper, we will check the effects from to basic settings, the using of different 

color format (RGB or CIELAB) as input and the log-transform to the data. The numerical 

experiments are conducted based on two different loss functions (LS and SMPE). Thus, 

four different modeling tasks are conducted in this paper, (1) conventional multivariate 

linear regression (Linear), (2) multivariate linear regression using SMPE in loss function 

(SMPE-Linear), (3) log-transform to the data prior to multivariate linear regression (Log-

Linear), and (4) log-transform to the data prior to multivariate linear regression with 

SMPE in loss function (Log-SMPE-Linear). When log-transform is processed to the data, 

the processing is done to both input and output, and the metrics of model performance is 

reported after the input and the output are transformed back to normal scale. Specifically, 

in modeling where log-transform is applied to CIELAB values (negative CIELAB values 

may appear), an absolute value of 500 is added to the input to guarantee that the logarithm 

can be taken.   

2.2. The Baseline 

Without additional processing on data and the regression algorithm, multivariate linear 

regression model with conventional least-squares method to approach optimized model 

parameters can be used as baseline for related studies. We have fitted this baseline model 

to the data. The observed MAPE and WAPE for these baseline models range from ~70%-

150% (Table 1-2), which is much worse than the levels of error (~7-10%) reported in 

reference [14]. These results can serve as baseline for related modeling studies for 

industrial dyeing process.  
 

2.3. The effect of performing Log-transform to the data  

As we anticipated, conventional linear equations are not capable of modeling the 

relationship between dye concentrations and the measured color on dyed fabrics with 
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good accuracy. We reason that the source of large error likely comes from the non-

linearity in the modeled relationship. Log-transform is a practical data pre-processing 

technique which can decrease the degree of non-linearity between the input and the 

output, thereby improving the model performance [21-22]. We thus perform log-

transform to the data to check if it can improve the model performance from the baseline 

level. In all cases, significant improvement can be observed after the data is processed 

with log-transform, indicating that log-transform is a practical and useful solution to 

increase the model performance. This is actually in good agreement with what has been 

observed in the GBRT models [14]. We therefore conclude that it can be listed as a 

generalized data pre-processing method to related modeling studies for dyeing process.  

 

 

2.4. The effect of using symmetric percent error in loss function 

A new type of loss function with symmetric percent error (SMPE) in the squared residue 

term, which is as described in Section 2.1, has been reported to outperform conventional 

least-squares method on small-value datasets [19]. It is thus of interests to check if 

introducing SMPE in the loss function will further improve the model performance. As 

shown in Table 1-2, in all cases, models optimized by loss function with SMPE show 

very similar MAPE and WAPE levels as observed from the models optimized by 

conventional least-squares loss function. These results suggest that the using of 

symmetric percent error in loss function can not improve the performance considerably 

for related modeling tasks.  

Table 1. Performance of models with RGB as color format in input. 
No. Dye Model MAE MAPE(%) WAPE(%) 
1 

CRD-Navy blue 

Linear 0.414 153 59.6 

2 SMPE-Linear 0.394 102 61.9 

3 Log-Linear 0.347 73.2 46.9 

4 Log-SMPE-Linear 0.249 79.4 35.1 

5 

CRD-red 

Linear 0.17 119 47 

6 SMPE-Linear 0.213 107 53.2 

7 Log-Linear 1.15 79.6 254 

8 Log-SMPE-Linear 0.131 69.5 38.8 

9 

CRD-yellow 

Linear 0.234 83.2 40.5 

10 SMPE-Linear 0.243 78.4 40.3 

11 Log-Linear 0.259 48.4 43.2 

12 Log-SMPE-Linear 0.197 49.2 36 

Table 2. Performance of models with CIELAB as color format in input. 
No. Dye Model MAE MAPE(%) WAPE(%) 
13 

CRD-Navy blue 

Linear 0.36 147 60.1 

14 SMPE-Linear 0.377 133 53.8 

15 Log-Linear 0.0982 32.6 14.7 

16 Log-SMPE-Linear 0.111 31.1 15.8 

17 

CRD-red 

Linear 0.2 141 44.4 

18 SMPE-Linear 0.265 294 63.7 

19 Log-Linear 0.0674 32.4 16.4 

20 Log-SMPE-Linear 0.074 31.3 16.9 

21 

CRD-yellow 

Linear 0.197 72.2 33.1 

22 SMPE-Linear 0.262 127 46.6 

23 Log-Linear 0.103 31.2 19.9 

24 Log-SMPE-Linear 0.122 30.6 20.7 
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3. Conclusions 

In this paper, we have modeled the relationship between dye concentrations and the final 

color for industrial fabric dyeing process using conventional linear equations. Essentially, 

we confirm that log-transform can improve the performance of industrial dyeing recipe 

models. We also show that the using of symmetric percent error in the loss function can 

not considerably improve the model performance as reported for the case where small-

value data is involved. The fundamental settings that are tested in this paper may provide 

useful implications for modeling studies for the dyeing industry.   
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