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Abstract. Detention places, as an important part of police’s safe of law enforcement, 

are receiving more and more research attention. We are aiming to apply advanced 

information technology to the field of detention places and build an early warning 

prediction model that can improve the security of detention places. This research 

can accumulate some experience for follow-up technological development in the 

field of detention places’ supervision. 

Keywords. Places of detention, security surveillance, risky behavior prediction, 

personnel control 

1. Background Introduction 

The need to continuously improve the level of social stability has become increasingly 
strong. Detention place, as a specific place to detain people who affect social stability, is 
particularly important in the perspective of security [1]. Only by establishing a set of 
effective and advanced security system, can we effectively manage the detainees in the 
daily work of detention place [2]. 

In response to some abnormal behaviors in Detention place, most of the detention 
places in China have solved the problem by providing full coverage of surveillance video, 
which needs to spend the massive manpower, material and financial resources. 

2. A review of the literature on security systems for places of detention 

2.1. Advances in security algorithms for custodial settings 

For the security system of detention places, the core algorithm is mainly pedestrian 
detection and Human Pose Estimation algorithm. 

From the very beginning to 2002, researchers have borrowed and quoted some 
mature methods in the field of image processing and pattern recognition. 

In 2005, Dalal and others [3]. In 2011, Zhu proposed CENTRIST, namely the central 
transform histogram feature [4]. Several powerful algorithmic frameworks have been 
proposed so far, including R-CNN, YOLO, and SSD. 
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In 2013, the research of pose estimation gradually started to shift from the traditional 
research to the research of deep learning Human Pose Estimation [5]. Alexander Toshev 
and others further combined DeepPose with CNN. By 2016, Convolutional Pose 
Machine (CPM) was introduced into Human Pose Estimation algorithms [6]. In the 
current field of Human Pose Estimation, classical algorithm structures such as CPN, 
HRNet, etc.  

2.2. Selection of algorithms for security systems in detention facilities 

2.2.1 Comparison of the advantages of different algorithms 

2.2.1.1 Pedestrian detection 

The mainstream pedestrian detection are mainly as follows. 
RCNN has high precision under specific network model and data set, as shown in 

Figure 1. However, due to its large number of convolutional neural network computation, 
RCNN runs slowly and takes up a lot of space to run [7]. 

 
Figure 1. RCNN 

SSD balances the advantages and disadvantages of YOLO and RCNN. However, 
SSD requires manual settings during debugging and cannot be automatically learned, 
which makes the debugging of SSD model very dependent on experience [8]. 

YOLO, like SSD, has the characteristics of accuracy and high speed. YOLO has 
excellent performance in overall detection by end-to-end testing. The YOLO uses CNN 
networks for target detection, which is very simple and fast [9]. 

2.2.1.2 Human Pose Estimation 

The mainstream of Human Pose Estimation includes MediaPipe, OpenPose, HRNet and 
so on. MediaPipe has good accuracy and operation speed for Human Pose Estimation, 
but its gross defect is that cannot recognize the posture of multiple people. Although it 
can combine with other algorithms to realize the estimation function of multi person 
posture, the final result lags behind and the accuracy will be greatly reduced [10]. 

OpenPose integrates the models of mediapipe and posenet, and has high stability. It 
has good accuracy in most cases and can adapt to different environments by changing 
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the convolution core weight [11]. However, it is difficult for openpose to avoid 
misjudgment of actions in videos with complex backgrounds. 

The biggest advantage of HRNet is that it can maintain the high resolution of images 
during operation. However, the operation process of HRNet is very complex and non 
real-time because it lacks the process of down sample. 

2.2.2 Advantages of YOLOv3 and OpenPose algorithms 

2.2.2.1 Pedestrian detection 

Among the pedestrian detection, we have chosen the YOLOv3. 
In this project, the algorithm of pedestrian detection is required to sensitively detect 

people in detention places. Comparing the mainstream algorithms, RCNN has very high 
accuracy and very sensitive perception for small targets, but it will consume a lot of time 
and memory space due to the complexity of its convolutional neural network. Thus, 
RCNN is not suitable for this project. Similarly, although SSD has a good performance 
of detection accuracy and running speed, its debugging process not only requires lots of 
manual settings, but also requires too much experience for the project team. YOLOv3 is 
much better than SSD variants and comparable tostate-of-the-art models on the APso 
metric, as shown in Figure 2. Therefore, it is not suitable for this project in all aspects. 
YOLOv3 is simple, fast, and sensitive to global video detection. Meanwhile, the layering 
of object detection makes YOLOv3 more effective for small targets, which is more 
suitable for this project's simple and efficient requirements [12]. Besides, YOLOv3 has 
good real-time performance, which can well meet the effect of real-time monitoring in 
this project [13]. So, we selected YOLOv3 to complete the figure detection in this project. 

 

Figure 2. Algorithm comparison results. 

2.2.2.2 Human Pose Estimation 

Among the Human Pose Estimation, we chose OpenPose. 
Although the MediaPipe has good accuracy and operation speed for motion 

recognition, its function can only estimate the pose of a single target and cannot meet the 
needs of this project. In terms of HRNet, it has the strongest function and is better than 
the other two algorithms in terms of prediction accuracy, but its function of maintaining 
image clarity during the operation is not necessary for this project. Besides, HRNet’s 
poor real-time performance during the operation cannot meet the demand of timely alarm. 
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Therefore, we chose OpenPose. OpenPose as a real-time multi-person keypoint detection 

library allows simultaneous pose estimation of body, face and limbs [14]. 

3. Model Building 

3.1. Personnel Standard Action Judgment System 

The standard action judgment system uses posture evaluation algorithms and key frame 

action feature extraction to construct an innovative standard technical action data base in 

public security detention facilities. The core part is divided into 3 units - human key point 

prediction unit, key point data pre-processing unit, and standard action data database 

construction unit. The overall flow chart is shown in Figure 3. 

 

Figure 3. Overall flow chart of the unit. 

When the video is input, the system extracts the video frame by frame and analyzes 

each frame of the video using the target detection algorithm, and then we use the 

OpenPose algorithm to extract the human bones in each frame, which is the human key 

point prediction unit. 

The 2D or 3D coordinates of each human skeleton in each frame are usually used to 

represent the skeletal sequence. Previously, action recognition based on skeletal points 

was done by linking all the joint vectors in each frame into one feature vector. By adding 

the video to the algorithm and running it, the resulting JSON file is parsed as follows: 

position information of each body part (x, y, score), each part is an array containing the 

position information and detection confidence of each body part in the format = 

x1,y1,c1,x2,y2,c2,... coordinates x and y can be normalized to the intervals [0,1], [-1,1], 

[0,source size], [0,output size], etc., and the skeletal information of the person can be 

obtained by concatenating each skeletal point. As shown in Figure 4. 
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Figure 4. Skeletal Coordinate Chart. 

3.2. Character movement recognition 

After the character localization and skeleton extraction operations, the system will define 
and recognize the actions of the annotated joint dynamic data training set by the st-gcn 
algorithm. 

The hierarchical nature of ST-GCN eliminates the need for manual partitioning or 
traversal of rules. As shown in Figure 5 this not only results in greater expressiveness 
and higher performance (as shown in our experiments), but also makes it easy to 
generalize across different environments. Based on the generic GCN formulation, we 
also designed a new strategy for graph convolution kernels based on image model-
inspired research. The main contributions of this work are threefold: 1) We propose ST-
GCN, a graph-based approach for dynamic skeletal modeling, which is the first 
application of a graph-based neural network for this task. 2) We propose several 
principles for designing convolution kernels in ST-GCN, aiming to meet the specific 
requirements of skeletal modeling. 3) On two large-scale datasets based on skeletal 
action recognition, our model requires considerably less manual design and achieves 
superior performance compared to previously used methods that manually assign partial 
or traversal rules. 

 

Figure 5. ST-gcn algorithm. 

3.3. Motion acquisition subsystem 

The motion capture subsystem uses the yolo object tracking detection algorithm and key 
frame motion feature extraction to build a human motion capture system. When an image 
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is fed into the yolo network, it is first scaled to a 416 by 416 size. After adding gray tones 
to the edges of the image to prevent distortion, yolo divides the image into 13 * 13, 26 * 
26, and 52 * 522 grids. 52 * 52 grids are used to detect small objects since small features 
tend to disappear after multiple convolution and compression. 13 * 13 grids are used to 
detect large objects. Since the cat is a relatively large object, it has a 13 * 13 grid for 
detection, and each grid point is responsible for the detection of its lower right corner 
region. If the center point of the object falls in this region, the position of this object is 
determined by this grid point. yolo is nothing but dividing a picture into different 
networks, and each grid point is responsible for the prediction of its lower right region. 
As long as the object's center point falls in this region, this object is determined by this 
grid point. 

When the video is fed into the system, the YOLO algorithm extracts detects and 
tracks the pedestrians in the video frame by frame. As shown in Figure 6. 

 

Figure 6. Yolo character extraction. 

3.4. RFCOMM Bluetooth Protocol Alarm 

Finally, the program will further test and evaluate the action posture of the identified 
object based on the training set of the annotated joint dynamic data, and then predict the 
possible abnormal behaviors of the suspect in the detention center, such as self-harm and 
fall, and define such actions as abnormal actions, if the action is defined as abnormal 
actions, the program will send out the warning message, and at the same time send the 
received abnormal warning message to the buzzer. If the action is defined as abnormal 
action, the program will send out a warning message, and at the same time will receive 
the abnormal warning information sent to the buzzer, that is, will be based on RFCOMM 
Bluetooth protocol based on communication programming connected to Bluetooth alarm, 
timely warning information to warn the police. 

4. Conclusion 

In this research, we focus on the key areas of social security work and the difficult areas 
of public security work under the condition of complicated public security situation. It 
revealed that the public security department does not have an excellent early warning 
and monitoring model for high-risk abnormal behaviors of specific personnel in 
detention places. Fortunately, most places of detention in our country are equipped with 
monitoring and other basic equipment during the process of public security 
informationization. On the basis of these conditions, we have added the recognition and 
alarm function of the person's movement to the monitoring to realize the judgment of 
high-risk abnormal behavior. The whole process is simple and easy to understand, 
suitable for use in places of detention. 
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