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Abstract. Generative patent language models can assist humans to write patent
text more effectively. The question is how to measure effectiveness from a human-
centric perspective and how to improve effectiveness. In this manuscript, a sim-
plified design of the autocomplete function is proposed to increase effectiveness
by more than 10%. With the simplified design, the effectiveness of autocomplete
can reach more than 60%, which means that more than 60% of keystrokes can be
saved by autocomplete. Since writing patent text does not necessarily start from the
beginning to the end, a question is whether the generative model can assist a user
no matter where to start writing. To answer the question, the generative models in
this manuscript are pre-trained with training data in both directions. The generative
models become bidirectional. Since text generation is bidirectional, the calculation
of autocomplete effectiveness can be bidirectional and starts from anywhere in the
text. After thorough experiments, a key finding is that the autocomplete effective-
ness of a model for the same text remains similar no matter where the calculation
starts. The finding indicates that such bidirectional models can assist a user at a
similar level, no matter where the user starts to write.
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1. Introduction

Large language models have achieved notable success in natural language generation
(NLG) tasks in recent years. Until now, very few language models have been dedicated to
the patent domain. Furthermore, most language models are autoregressive by predicting
the next token after having read all the previous ones. Very few language models work
backward by predicting the previous token. In this manuscript, the author pre-trained and
fine-tuned large language models dedicated to the patent domain. The model can pre-
dict the previous token, in addition to predicting the next token. Predicting the previous
token is implemented by reversing the tokens for both inputs and outputs. The training
dataset also contains tokenized sequences in both forward and backward directions. By
doing so, the patent-specific language models in this manuscript can generate patent text
in both forward and backward directions. The motivation is to make patent text genera-
tion flexible because human writing does not necessarily start from the beginning to the
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end. Assuming that the thought process in human’s mind is a back-and-forth process, a
bidirectional generative language model should assist humans more flexibly.

To evaluate the performance of generative patent language models, this manuscript
follows the Autocomplete Effectiveness (AE) ratio proposed in [1]. The ratio is used
to measure how many keystrokes can be saved for a user if an autocomplete function
is provided and based on the generative model. The higher the AE ratio, the more the
keystrokes are saved. The contributions of this manuscript include: (1) proposed a sim-
plified version of the autocomplete function to reach higher AE ratios, (2) making the
calculation of AE ratios bidirectional, and (3) observed similar AE ratios when using
different starting positions of the text for calculation.

2. Related Work

This manuscript is the follow-up work of [1], which proposed the AE ratio to evaluate
generative language models. In [1], the patent language model is called PatentGPT-J. The
PatentGPT-J models are based on the GPT-J-6B [2] models and pre-trained with a patent
corpus from scratch. The use of a Transformer [3] language model for patent text gener-
ation was first proposed in [4] by fine-tuning a GPT-2 [5] model with patent corpus. A
Transformer model is a deep learning model that adopts the mechanism of self-attention
and learns context by tracking relationships in sequential data. The idea of generating
patent text backward was introduced in [6]. The research in [6] focuses on controlling
patent text generation by structural metadata. However, the effective way to generate text
backward and how to measure effectiveness were not addressed in [6]. Except for these
works, patent text generation remains a niche research topic less explored.

3. Implementation

3.1. Simplified Autocomplete Function

The purpose of the AE ratio is to evaluate a language model from a human-centric per-
spective: how many manual keystrokes can be saved by the autocomplete function based
on the generative language model? A higher AE ratio means that the autocomplete func-
tion works more effectively and more manual keystrokes are saved. This section de-
scribes how the autocomplete function can be simplified to obtain a higher AE ratio.
The original AE ratio and the implementations of the PatentGPT-J models are described
in [1]. The improvement in AE ratio is achieved by simplifying the user interface (UI).
In the conceptual UI design in [1], a user has to press the “downarrow” (↓) key and the
“tab” key to complete the autocomplete function. The user selects a preferred token in
the top 10 tokens predicted by the model in this way. In this manuscript, a simplified UI
is proposed using keys 0∼9 to represent the top 10 tokens. Therefore, the user can select
a token by pressing only one key instead of multiple keystrokes. For example, in the pre-
vious design in [1], in order to select the 6th token, the user has to press the “downarrow”
(↓) key five times and the “tab” key once. Six keystrokes are required. In this manuscript,
the user can press the “5” key to select the 6th token of the top 10 tokens. Five keystrokes
are saved (“0” key to represent the first token).
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3.2. Back and Forth

The calculation of the previous AE ratio in [1] is defined as calculating forward to reach
the end. Fig. 1a shows how it works. In Fig. 1a, row (1) shows the tokens of the input text
after tokenization. Row (2) indicates that the calculation starts from t0. Row (3) indicates
that the calculation moves forward. Row (4) shows that all tokens are calculated after
reaching the end. The previous AE ratio in [1] addresses this use case only.

Fig. 1b shows a new use case in this manuscript: calculating backward and starting
from the end of the input text. In Fig. 1b, row (1) is the same, showing the tokens of
the input text. Row (2) shows the reversed sequence of row (1). Row (3) indicates that
the calculation starts from tm (the end of the original input text). Row (4) indicates that
the calculation moves forward for the reversed tokens (backward in effect for the orig-
inal tokens). Row (5) shows that all tokens are calculated. Row (6) shows the reversed
sequence of row (5) to represent the calculation backward from the end of the original
input text.

(a) Forward & From the Beginning (b) Backward & From the End

Figure 1. Text Generation

(a) Forward & In the Middle (b) Backward & In the Middle

Figure 2. Text Generation

Fig. 2a and Fig. 2b show two more use cases in this manuscript. In Fig. 2a, row
(1) shows the same tokens of the input text. Row (2) indicates that the calculation starts
from tn in the middle (n can be any number between 0 and m) and is about to move
forward. Row (3) indicates that the calculation moves forward from tn, reaches tm (the
end), and is about to move backward. For moving backward, row (3) is reversed as row
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(4). The calculation now moves forward starting from tn again. Given tm, tm−1, ..., tn+1,
tn as the context, row (5) indicates that the calculation moves forward and reaches t0 (the
beginning). Row (6) shows the reversed sequence of row (5) after moving forward and
then backward. For brevity, the description of Fig. 2b is omitted because it is similar to
how Fig. 2a works.

3.3. Dataset and Model sizes

The dataset in this manuscript is the USPTO TACD dataset in [1] which includes titles,
abstracts, claims, and descriptions in granted patents. The coverage of the dataset ranges
from 1976 to 2021 (1976∼2020 for training and 2021 for validation). For further details,
please refer to [1]. The model sizes experimented in this manuscript are 6B, 1.6B, and
456M. These three model sizes outperform others (279M, 191M, 128M, and 115M)
in [1]. After publication, the pre-trained and fine-tuned models in this manuscript will be
released. The model configuration in this manuscript reuses [1]. In terms of training from
scratch, this manuscript uses the original GPT-J-6B model and its source code available
at [2].

4. Experiments

4.1. Experiment 1

This experiment aims to compare the algorithm in this manuscript with the previous one
in [1]. The increase in effectiveness in this manuscript is more than 10%, as shown in
the fifth column of Table 1. The first column shows the three models in this experiment:
456M, 1.6B, and 6B. The second column shows the direction for calculating the AE
ratio: forward and backward. The third column shows the AE ratios in [1]. The fourth
column shows the new AE ratios. The ratio of more than 62% in the fourth column means
that more than 62% of keystrokes can be saved by autocomplete in this experiment. The
effectiveness of the simplified autocomplete function using keys 0∼9 is validated. The
previous combination of the “downarrow” (↓) key and the “tab” key in [1] is eliminated.
In Table 1, the “Test Data A” means the patent data used in the first experiment of [1]
and reused here. The patent data cover 500 independent claims randomly selected from
patents in 2022.

Model Direction Previous New Increase (↑)
Ratio (↑) Ratio (↑)

456M forward 56.5% 62.7% 10.9%

456M backward 55.7% 62.1% 11.4%

1.6B forward 57.0% 63.1% 10.7%

1.6B backward 56.2% 62.5% 11.2%

6B forward 57.0% 63.1% 10.7%

6B backward 56.5% 62.7% 10.9%

Table 1. The improvement of the AE ratio. Target: Test Data A.
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4.2. Experiment 2

This experiment implements the mechanism of moving back and forth described in sec-
tion 3.2. Table 2 shows the experiment results. In this table, the third column “Q1” means
the position of the 25%-th token of the input text. The fourth column “Q2” means the po-
sition of the 50%-th token of the input text. The fifth column “Q3” means the position of
the 75%-th token. The second column defines the direction for calculating the AE ratios.
For example, if the input text is tokenized and has 100 tokens, the position “Q1” means
that the calculation starts from the 25th token. The “forward” direction in the second
column means that the calculation of the AE ratio moves forward to the 26th, 27th, ...,
100th tokens. The 100th token is the end of the input text. After reaching the end, the cal-
culation starts from the 25th token again. The calculation then moves in effect backward
to the 24th, 23rd, ..., 1st tokens. The forth-and-back calculation in this example runs over
all 100 tokens. In the second column, if the direction is “backward,” the calculation will
move back first and forth later to run over all 100 tokens. According to Table 2, the AE
ratios are similar to one another no matter where the starting position is and no matter
which direction to go first. Such a finding indicates that, no matter where a user starts
to write, the autocomplete function based on PatentGPT-J models can assist the user to
a similar degree and save a similar number of keystrokes. This manuscript hypothesizes
that such a finding is not specific to the patent domain and may apply to other generative
language models with different training data. This hypothesis can be validated in the fu-
ture. The “Test Data B” in this experiment contains 1,000 patent claims of CPC Subclass
G06N for fine-tuning. These patents are not used in [1].

Model Direction Q1 Q2 Q3

456M (fine-tuned) forward 62.2% 61.7% 61.3%

456M (fine-tuned) backward 62.4% 62.1% 61.7%

1.6B (fine-tuned) forward 61.8% 60.9% 60.1%

1.6B (fine-tuned) backward 61.6% 61.4% 60.9%

Table 2. The AE ratios from different starting positions. Target: Test Data B.

5. Conclusion

Generative language models have great potential to assist humans in writing patent text
more effectively. In this manuscript, the way to measure effectiveness is to calculate the
ratio of keystrokes saved by the autocomplete function based on model predictions. A
higher ratio means more saved keystrokes and fewer manual typing. The ratio was pro-
posed in previous work as the AE ratio. After using a simplified design in this manuscript,
the AE ratio increases by more than 10% and reached more than 60%. This means that
more than 60% of keystrokes can be saved by the autocomplete function. Furthermore,
the models are bidirectional and make it possible to calculate the AE ratio in both direc-
tions. The calculation can start anywhere in the text. A key finding is that the AE ratio for
the same text remains similar regardless of where the calculation starts. This finding in-
dicates that such bidirectional models can assist a user at a similar level, no matter where

J.-S. Lee / The Effectiveness of Bidirectional Generative Patent Language Models198



the user starts to write. In addition to the patent domain, the research in this manuscript
can be applied to other legal domains in the future because the Transformer architecture
in generative models is domain-agnostic.
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