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Abstract. In this study, we propose a method to visualize the factors that contribute 
to the buzz phenomenon triggered by Twitter posts. The analysis included tweets, 

images, and replies. Replies are after-the-fact responses posted in response to a 

posted tweet and therefore cannot be used to predict buzz phenomena. Therefore, 
they cannot be used to predict the buzz phenomena. In this study, the tweet body, 

images, and reply text were feature vectors, and an affective analysis model was 

constructed. Visualization of the relationship between the sensibility features output 
from this model and the number of RTs and likes (echo index), which represent the 

scale of the buzz, will be useful for analyzing the factors behind the popularity. 

Consequently, the subjective sensibility information with the most likes also tended 
to have a higher degree of similarity among the sensibility vectors. 
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1. Introduction 

In recent years, with the development of social networking services (SNS), information 

on various content has been shared and diffused among many users. As a result, Internet-

based trends occur frequently. In particular, the rapid spread of information and the surge 

in popularity are sometimes referred to as “buzz”. 

Corporate marketing is well-suited to social networking services, which have strong 

diffusion power and are attracting attention as a corporate strategy. The term “buzz 

marketing” is used to describe the process of expanding product awareness by 

strategically sending out word-of-mouth and reviews. In many successful cases, buzz 

marketing has led to product promotion and awareness. Famous examples include Ezaki 

Glico's November 11 “Pocky Day” event, and Morinaga Chocolate's “we will buy your 

reason for not buying Bake for a 100 yen Amazon gift certificate!” Although not directly 

linked to sales promotion, as in the case of the Morinaga chocolate project, there have 

been several cases in which the project has led to product improvements because it has 

increased awareness and provided an opportunity to understand consumers' honest 

opinions. Jindal et al. [1] and Zhang et al. [2] investigated the impact of social networking 

on marketing. This indicates that buzz marketing can be useful for companies if it is well-

utilized. This study examined the types of tweets that are likely to cause buzz by 
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analyzing buzz tweets. We believe that this will lead to the proposal of a buzz forecasting 

method that will be useful for marketing. 

“Buzz tweets,” which have caused a buzz phenomenon on Twitter, are often posted 

with only text, but many tweets are also posted with images. This is thought to be because 

there is a limit to the number of characters in the text posted on Twitter, and information 

that is difficult to express in text alone can be more easily conveyed visually by attaching 

images. In addition, from the perspective of analyzing the buzz phenomenon, tweets with 

images can be analyzed in more detail than text-only tweets because the amount of 

information available for analysis is greater. In addition, reply text, which is post-tweet 

information, was also used in the analysis. Because replies are posted after a tweet is 

posted as a response to that tweet, we thought that this would lead to an analysis of the 

factors behind the specific buzz phenomenon. In this study, we analyze the factors behind 

the buzz phenomenon by analyzing the affective information extracted from tweet text, 

images, and reply text, respectively, for tweets with images. 

2. Related Studies 

2.1. Classification Of Buzz Tweets  

Matsumoto et al. [3] proposed a method for the binary classification of buzz and non-

buzz tweets using reply data as features. However, their method collected buzz tweets 

from curation sites that compiled “topical tweets and interesting image tweets,” and 

whether a tweet was buzzed or not depended largely on the subjective judgment of the 

collector, and no study was conducted using objective indicators, such as the number of 

“likes” and “RTs” (retweets). In this study, “Likes” and “RTs” are used as objective 

indicators to determine whether a tweet is a buzz tweet. The research method used in this 

study is different because it examines the factor analysis of the buzz phenomenon using 

the text and image content of tweets and the content of replies to these tweets. Deusser 

et al. [4] used Facebook data to predict buzz using SVM, AdaBoost, and random forest 

and compared the results. Facebook, similar to Twitter, is a type of SNS; however, the 

nature of the information posted differs from that of Twitter because of the nature of its 

real names. Twitter differs from Facebook in that it is easier for honest opinions to be 

posted in response to poorly reputed word of mouth.   

Jansen et al [5] built the Buzz Detection System (BDS). They trained a buzz 

detection model in BDS using approximately 120,000 posted sentences on Facebook as 

training data. As a result, they found that the number of times a passive user engages 

with a buzz tweets and the number of "likes" for a comment and found that the number 

of "Likes" was important as a feature for predicting buzz tweets. In the evaluation 

experiments, their proposed buzz detection model achieved a buzz detection rate of over 

97%. In their proposed BDS, to classify buzz or non-buzz, "likes" and the past behavior 

of the user involved in the buzz to classify buzz or non-buzz. However, these are not 

information available at the time of posting, but rather information obtained after posting. 

While these elements are found to be necessary to improve the accuracy of buzz detection, 

the system does not function as a system to confirm whether or not a buzz phenomenon 

occurs before posting. In this study, the main features are the content of the tweet at the 

time of posting and the attached image, and the number of likes! and retweet counts, so 

the methods, objectives, and target data are different. 
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2.2. Personal Interest Estimation Using SNS 

Masumoto et al. [6] believe that the more information available on SNSs, such as 

personal profiles (gender, age, and hobbies) and location information, the more accurate 

the interest estimation. They also believe that user interest is a factor that increases likes 

and RTs. Although our study differs from Masumoto et al.'s in that we did not use user 

information, there is a commonality in that we analyzed the relationship between likes 

and RTs based on the content of tweets and replies. Bhattacharya et al. [7] proposed a 

mechanism for inferring topics of interest to users. They showed that their method of 

inferring topic expertise on Twitter and transitively inferring the interests of the users 

who follow them is superior to using labeled latent Dirichlet allocation (L-LDA) as a 

topic model. Because this study uses information about the user's topic and the number 

of followers as clues to infer the user's interest, it is different from this study, which 

analyzes buzz based on the content of tweets and reply data. 

2.3. Analyze trends on Social Media 

Zhang et al. [8] focused on hashtags and attempted to predict their trends. Content and 

context, such as vocabulary and emotion, were considered predictors. This experiment 

showed that content and contextual factors are useful for predicting trends in a large 

Twitter dataset. This study aims to analyze buzz from the text, images, and replies of 

tweets, which is similar to their study that considers the content of tweets to be useful for 

predicting trends.Anusha et al. [9] proposed a method to determine whether the content 

is interesting by using topic modeling based on latent Dirichlet allocation (LDA) and 

sentiment polarity analysis based on the NLTK corpus for tweets. In this method, the 

interestingness of a topic is judged by the weight of the topic's spatial entropy (how much 

attention tweets on that topic receive) and the score of its emotional polarity (whether it 

receives attention in a good way). Although the method we aim to use in this study is 

similar to the analysis using affective information, the purpose is different because it 

does not use hashtags, but analyzes the factors of the buzz phenomenon using tweet 

content and reply data. 

Ertugan [10] investigated the existence of a relationship between the effectiveness 

of advertising on Facebook and the benefits derived from advertising. He used statistical 

inference techniques to measure the benefits of the two advertisements and the degree of 

correlation between them when running an effective advertising campaign on Facebook. 

He conducted Pearson's bivariate correlation and linear regression analysis on the survey 

data obtained from the questionnaires to examine the benefits of Facebook advertising 

in terms of "customer relationship management" and "new product promotion" benefits. 

The results showed that Facebook is an effective advertising medium and has strong 

associations with respect to the benefits of "customer relationship management" and 

"new product promotion". In this method, statistical analysis was conducted using the 

results of the questionnaire, but the contents of the postings were limited to those related 

to some kind of advertising campaign, and the analysis was conducted only with regard 

to the relevance of obtaining the clear objective of benefits. Our study attempts to clarify 

the relationship between the content of the postings and the information diffusion effect 

of the tweets using a deep learning-based affective estimation model, which has different 

objectives and methods.  
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3. Proposed Method 

The following is a description of the proposed method, whose overview is shown in 

Figure 1. The procedure is as follows: 

Step-1 Using Twitter API, collect the number of “Likes” and “RTs” given to the 

tweet to be analyzed, the tweet text, images attached to the tweet, and replies 

posted in response to the target tweet.  

Step-2 To analyze affective information, create a model to estimate affective 

information (affective estimation model) using the WRIME corpus of 

subjective and objective sentiment analysis datasets with BERT vectors as 

input. 

Step-3 Because affective estimation cannot be performed directly on images, a model 

was created to estimate text features from image features based on a dataset 

of image-caption-text pairs, and preprocessing was performed to convert 

images to text features using this model. 

Step-4 Using the affective estimation model, the affective information of the text, 

image, and replies of the target tweet is estimated, and the relationship 

between the affective information and the number of likes and RTs is 

visualized. 

Step-5 Based on the visualized results, we analyzed how the affective information of 

text, images, and replies affects the number of likes and RTs and which 

affective information is the factor that increases the number of likes and RTs. 

 

 

Figure 1. Overview of the proposed method. 

3.1. Tweet Collection 

The Twitter API [11] is an API provided by Twitter for developers. Using the Twitter 

API, Twitter data can be obtained without going through the official website. The Twitter 

API can collect various data, such as tweet IDs, searches using user IDs, and the number 
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of likes and RTs, making it possible to efficiently collect the tweet data necessary for 

analysis. In this study, we collected data on tweets and replies for analysis, based on the 

number of likes, tweet IDs, and user IDs. Note that keywords related to a particular topic 

were used to narrow down the collection of tweets. Topics were selected from recently 

discussed news articles and entertainment-related proper nouns. We also used the 

keywords "cat lovers" and "dog lovers," which are often used as hashtags. Table 1 shows 

examples of topic keywords. 

Table 1. Example of topic keywords. 

Cat lover Dog lover 

COVID19 Vaccine Uber Eats 

Demon Slayer Remote lecture 

GoTo Travel 
Animal Crossing New 

Horizons 

3.2. Text Feature Extraction 

In this study, we used the Japanese spoken language BERT model published by Retriva 

[12] to obtain a distributed representation of the text features from tweets. The Japanese 

spoken language BERT model has been pre-trained on the Corpus of Spoken Japanese 

(CSJ) [13] and is considered to have higher expressive power than conventional BERT 

for spoken text. In this study, we decided to use the Japanese spoken language BERT 

because we used Twitter tweet data, which is considered to contain a large amount of 

spoken language. The vector of the distributed representations obtained from this BERT 

model had 768 dimensions. There are three pre-trained models of BERT for spoken 

Japanese available, “1-6 layer-wise,” “TAPT512 60k,” and “DAPT128-TAPT512,” 

depending on the type of fine-tuning data used for field adaptation and the additional 

layers used for training. 

3.3. Image Feature Extraction 

As a method for extracting image affective information, image feature extraction is 

performed using the InceptionV3 [14] model, which is pre-trained to classify images into 

1000 object categories based on the ImageNet database containing over 1 million images. 

These image features were converted into BERT features using the model described 

below, and the affective information was extracted from the BERT vector and treated as 

image affective information. 

3.4. Conversion from Image Features to BERT Features 

A neural network was used to train a model that converts image features into text features 

(BERT features) using the STAIR Japanese caption dataset [15] assigned to the MS-

COCO dataset [16], a large image dataset. The STAIR Japanese caption dataset contains 

82,783 images, which corresponds to 1:1 of the images in the MS-COCO dataset. The 

output of the created model had 768 dimensions. A diagram of the neural network is 

shown in Figure 2. The image features were 2048-dimensional feature vectors extracted 

using the InceptionV3 pre-trained model. 
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Figure 2. Conversion model from image features to BERT features. 

 

 

Figure 3. Affective estimation model to extract affective information from BERT features. 

3.5. Extracting Affective Information 

The WRIME corpus [17] (a Japanese dataset for the classification of subjective and 

objective emotional polarity) was used to extract the affective information. The WRIME 

corpus comprises text with Plutchik's eight basic emotions (joy, sadness, anticipation, 

surprise, anger, fear, disgust, and trust), labeled subjectively by one text author and 

objectively by three crowdworkers. Using this corpus, we created an affective estimation 

model that takes BERT vectors as input and outputs subjective and objective affective 

information, and extracts affective information for text, images, and replies, respectively. 

Figure 3 shows a diagram of the affective estimation model. The output emotion 

information is a vector containing probability values for each of the eight emotions (joy, 

sadness, anticipation, surprise, anger, fear, disgust, and trust), with subjective and 

•
•
•
•

•
•

•
•
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objective emotions output separately. The emotion of the dimension with the largest 

value in this vector was the output affective label. 

4. Experiment and Results 

Of the 2247 tweets obtained between January and March 2021, 811 tweets to which 

replies were posted were analyzed. The distribution of the number of likes for the 

collected tweets is shown in the histograms below (Figures 4 and 5): 

 

 

Figure 4. Distribution of likes under 1000. 

 

Figure 5. Distribution of more than 1000 likes 

As many of the entries have a small number of likes, they are shown in two 

histograms. The number of likes for more than half of the tweets ranged from zero to 

100, with the number of tweets decreasing as the number of likes increased. 

The affective information obtained for the 811 tweets consisted of text and images, 

subjective and objective, for a total of four types, and the breakdown of each affective 

label is shown in Tables 2 and 3. The results of counting the affective information 

(affective labels) of the dimensions that take the maximum value of the affective vector 

are shown. 

Table 2. Text affective information breakdown 

Affective label Subjective Objective 
Joy 509 372 

Sadness 184 181 

Anticipation 79 143 

Surprise 39 54 

Anger 0 0 

Fear 0 46 

Disgust 0 15 

Trust 0 0 

 

Table 3. Affective information breakdown of images 

Affective label Subjective Objective 
Joy 639 2 

Sadness 15 4 

Anticipation 0 36 

Surprise 157 748 

Anger 0 0 

Fear 0 21 

Disgust 0 0 

Trust 0 0 
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Joy was the most common emotion inferred from the tweets, and the most common 

subjective affective information in the images, whereas surprise was the most common 

objective affective information. 

In the subjective affective information obtained from the text and images, negative 

senses, such as fear, disgust, and anger, and positive senses, such as trust were not found, 

while in the objective affective information, negative senses, such as fear and disgust 

were found only slightly, confirming the difference between subjective and objective 

affective information. 

The total number of replies obtained for the 811 tweets was 3266. Table 4 shows a 

breakdown of the subjective and objective affective information estimated from the 

responses. 

Table 4. Affective information breakdown of replies 

Affective label Subjective Objective 
Joy 2278 1850 

Sadness 612 642 

Anticipation 251 418 

Surprise 117 176 

Anger 0 0 

Fear 0 116 

Disgust 8 64 

Trust 0 0 

 

In the responses, several negative emotions (disgust) were found in the subjective 

responses. Fear and disgust were observed in objective emotion, but anger, negative 

emotion, and trust, a positive emotion, were not estimated. 

Figures 6–10 show the number of likes and RTs of the collected tweets and the 

results of the emotional information. It can be observed that there is some correlation 

between the number of likes and RTs in the collected tweets, but the number of RTs is 

smaller than the number of likes. A few RTs also indicated that the scale of diffusion 

was not high. 

 

Figure 6. Distribution of subjective affective information in text. 

Figure 6 shows that joy and sadness were frequently found in the subjective 

affective information of the text, and the tweets with many likes. 

Figure 7 confirms the distribution of affective information in tweets with less than 

1000 likes and shows that tweets estimated to have a surprise sensibility tend to have 

fewer likes. 
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Figure 8 shows that the distribution of objective affective information tends to show 

fewer likes for tweets with affective information of fear and disgust for tweets with less 

than 2000 likes. 

 

Figure 7. Distribution of subjective affective 

information in text.  

(Tweets with less than 1000 likes) 

 

Figure 8. Distribution of objective affective information 

in text.  

(Tweets with less than 2000 likes) 

Next, we visualized the similarity between the affective vectors. Figures 9 and 10 

show the visualization results. The similarity between the text affective information and 

image affective information vectors was calculated using cosine similarity. The results 

of the subjective affective analysis confirmed the trend that surprise has a higher 

similarity between text and images. 

 

Figure 9. Affective vector similarity between 

text and image (subjective). 

 
Figure 10. Affective vector similarity between text 

and image (objective). 

Visualization of cosine similarity between text and replies based on affective 

information of the text. The results are shown in Figures 11 and 12. Because the number 

of replies varies from tweet to tweet, we used the average value of cosine similarity. The 

cosine similarity between text and replies varies in value. Fear and disgust have a widely 

distributed cosine similarity to the population, while joy tends to have high overall 

similarity. 

An example of the collected tweets is shown in Figure 13. The text is sadness, which 

seems to make sense; but the image is surprise, which does not seem to capture the 

feature. Due to the lack of a large dataset of images with affective information, this study 

used a dataset of image captions and extracted affective information by converting image 

features to BERT vectors. However, given the nature of the dataset used, the affective 

information may be biased because it did not originally contain images or captions 

representing negative emotions. 
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Figure 11. Affective vector similarity between text 

and reply (subjective). 

Figure 12. Affective vector similarity between text 

and replies (objective). 

 

Figure 13. Examples of tweets and images. 

Notes: Tweet text: He looked like he had seen something he shouldn't have. 

5. Discussion 

In this study, we estimated the affective information of text, images, and replies to tweets, 

and analyzed their relationship with RTs and the number of likes. A few tweets were 

classified as fear, disgust, anger, or trust, while others were classified as joy, sadness, 

anticipation, and surprise. Another potential factor is that tweets that are easily diffused 

do not contain many emotions, such as fear, disgust, anger, and trust, even though the 

performance of the affective estimation model and the training data may be problematic. 

We propose a method to estimate affective information from images indirectly by 

developing a model that converts image features into text features using data from the 

images and their corresponding captions as affective information cannot be estimated 

directly from image features in the case of affective estimation from images. However, 

image captions are sentences that merely describe the objects and scenes in the image 

and are less likely to include sensibility, which is different from the properties of spoken 

text sentences in the WRIME corpus. 

In the analysis visualizing the similarity between vectors, those with a higher 

number of likes in the subjective sensibility information tended to have higher similarity 

between the sensibility vectors. As images are added to the text to help convey meaning, 

the similarity in affective vector between text and images is likely to be high. Conversely, 

those with low similarity in affective vector are sometimes judged to be surprising but 

are considered to convey less meaning, and as a result, tweets are less likely to spread. 
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In the analysis of the similarity of affective feature to replies, the number of replies 

posted differed from tweet to tweet, and the average of the sensibility vectors obtained 

from each reply was used in this study. Therefore, it is necessary to develop a method 

for analyzing affective information that also considers the number of replies. The 

similarity between the affective feature of the text and the reply tended to be higher for 

joy, suggesting that if the original tweet was positive, the reply tended to have more 

positive affective information. 

6. Conclusion 

In this study, we propose an analytical method to investigate the factors behind the buzz 

phenomenon on Twitter. Considering that it is difficult to analyze the buzz factor only 

from the text content posted on Twitter, we limited our analysis to tweets with attached 

images, and analyzed the relationship between the sensibility information estimated from 

the text and attached images, and the number of “likes,” an indicator of popularity, and 

“RTs,” an indicator of the scale of diffusion. 

In the proposed method, a model for estimating affective information is trained using 

feature vectors extracted from text, images, and replies as inputs, and the estimated 

affective information is used for analysis. In addition, because this study did not focus 

on user attributes, it is necessary to analyze the buzz phenomenon from various angles, 

including user information (attributes, posting history, and follow/follower relationships), 

in the future, given the nature of the buzz phenomenon, in which the relationship between 

posters and followers has a strong relationship with the speed and scale of diffusion.  

The size of the experimental dataset was small and the collection period was limited, 

resulting in biased data. In the future, we intend to use the Twitter API track for academic 

research to relax the restrictions on the collection period and number of requests and to 

reconsider the collection conditions. In addition, we intend to add additional analysis 

targets, such as the attributes of users who post tweets and the time at which tweets are 

posted, to clarify the characteristics affecting the number of likes and RTs. 

In this study, we used affective estimation models based on BERT, but performance 

could be improved by using methods that further extend BERT, such as XLNet [18], 

BART [19], ALBERT [20], ELECTRA [21], RoBERTa [22], or T5 [23], which is trained 

on a larger corpus, GPT-3 [24], which is based on a larger corpus. However, fine tuning 

of pre-trained models is highly dependent on the suitability of the language corpus used 

for pre-training for the affective estimation task, as well as on the quality of the emotion 

corpus used for fine tuning and the bias of the class labels. For this reason, it will be 

necessary in the future to further fine-tune models that convert images to text features by 

using corpora that pair images with affective sentences, or by using models that generate 

images from sentences in the reverse direction, such as GLIDE [25]. 
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