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Abstract. COVID-19 detection is an interesting field of study in the medical world 
and the commonly used method is classification. In determining the best detection 
model, several classification architectures, such as SVM, KNN, and CNN were 
utilized. The CNN is a changeable architecture due to having combinations of 
varying numbers of hidden layers or different activation and optimizer functions. 
Therefore, this study uses a deep CNN architecture with a combination of Leaky 
ReLU activation functions and 3 different optimizers, which include Adagrad, 
Adadelta, and Adamax. The results showed that the combination of the Leaky ReLU 
activation function and the Adamax optimizer produced good and stable accuracy 
in the CRX and CT datasets. 

Keywords. COVID-19, Image classification, Deep CNN, Leaky ReLU activation 
function, Optimizers 

1. Introduction 

According to a statement issued by the World Health Organization (WHO), the COVID-
19 virus has become the largest disease-spreading phenomenon in the last 2 years and 
has caused a fairly high mortality rate of 3.4% [1][2][3][4]. Since COVID-19 occurrence 
in 2020, it has generated a lot of data in the medical world and has therefore become an 
interesting subject of study to support decision-making. An example of the decision-
making method in image recognition is classification [5][6][7]. 

Furthermore, classification is an important process in image recognition learning that 
aims to group images. In this study, medical images are classified into certain categories 
and the methods used include K-Nearest Neighbor, Naïve Bayes, Decision Tree, and 
CNN. Among these four methods, many studies have shown that CNN provides good 
accuracy in the image classification process [8][9][10]. 

The growth of Deep Learning (DL) is very significant and has a positive impact on 
the medical world, mainly because of its ability to classify images. In this study, the 
created DL model aims to classify the CXR and CT images of COVID-19. Previous 
studies have classified CT and CXR datasets using different types of architectures, such 
as [11], SVM [12] and GoogleNet [13]. In a recent study with CT and CXR datasets 
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using Deep CNN architecture with no feature extraction process, the analysis was 
performed with a combination of several activation functions and optimizers [1]. The 
combination of three optimizers and activation functions helps to increase the accuracy 
of COVID-19 detection. The performance results showed that the Depp-CNN 
architecture with a mini-batch size of 16, Leaky ReLU as an activation function in the 
hidden layer provides the best accuracy. It is important to note that one Leaky ReLU 
activation function and three other optimizers were proposed in this current study, which 
includes Adagrad, Adadelta, and Adamax. The Leaky ReLU was suggested because it 
does not ignore negative values, unlike the ReLU activation function that converts them 
to 0 [14][15][16]. Furthermore, the Adagrad, Adadelta, and Adamax optimizers are also 
expected to provide better accuracy in classifiying covid-19 images. 

2. Proposed Approach 

In this section gives several important definitions and theorems will be discussed which 
will be used to support further discussion which will be presented in the next section, 
those are facial expression datasets, Deep Convolutional Generative Adversarial 
Networks (DCGAN) and Convolutional Neural Networks (CNN). 

2.1. Deep Convolutional Neural Network (CNN) 

Recently, convolutional neural networks (CNN) are the most popular class model for 
image recognition and classification tasks [17][18]. This is an extension of the multilayer 
perceptron (MLP) for processing two-dimensional data. The CNN method consists of 
the image classification stage that uses feedforward and the learning stage using the 
backpropagation method. Furthermore, the softmax layer is used for the classification 
task [6][19] because it produces a well-crafted probability distribution of the output. 
CNN is also a very efficient method as no pre-processing or feature extraction is required 
before the training process [20]. 

The CNN architecture used in this study consists of several layers which are shown 
in Table 1 below. 

Table 1. Deep CNN Architecture 

Layer Input Size Filter Size Output Size Activation 
Function 

Convolution     

Batch Norm    
Leaky ReLU 

ReLU 
Pooling     

Convolution     

Batch Norm    
Leaky ReLU 

ReLU 
Pooling     

Convolution     

Batch Norm    
Leaky ReLU 

ReLU 
Flatten     
Dense   2 SoftMax 
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2.2. Activation Function 

In this Deep CNN architecture, the calculation of cross-entropy loss function is used. 
 

a. Leaky ReLU 

 

 

b. ReLU  

 

 

c. Softmax 

 

 

The Softmax activation function is used only in the last layer, while the other 4 
activation functions were used in the hidden layer.  

2.3. Optimizer 

The optimizations used include Adagrad, Adadelta, and Adamax. 

 
a. Adagrad 

Adagrad is an optimization for increasing gradient descent efficiency in SGD 

and is applicable to large-scale artificial neural networks. [21][22] 

 

 

 

b. Adadelta 

Adadelta is an extension of Adagrad optimization method, which uses 

Exponentially Weighted Averages. Meanwhile, this Adadelta uses the sum of 

all previous squared gradients [23]. 
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c. Adamax 

Adamax is a variant of Adam optimizer with infinite norm [24]. 

 

 

 

 

3. Material and Methods 

The output of this work is a simple CNN structure design that produces good 
classification results in both COVID-19 and Non-COVID-19 cases. The dataset used is 
open source from Mendeley consisting of 2 data types, namely CXR and CT [25]. 
Furthermore, it has 2 folders each, which include COVID-19 and Non-COVID-19 image 
data. A total of 1000 CXR and CT were used respectively, and it was divided into training 
and validation data in the ratio of 70:30. Some samples from the dataset are shown in 
Figure 1 and Figure 2 below. 

 

(a) (b) 

Figure 1. Sample of CXR images (a) CXR COVID-19 image (b) CXR non-COVID image 
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(a) (b) 

Figure 2. Sample of CT images (a) CT COVID-19 image (b) CT non-COVID image 

4. Experimental Results and Discussions 
 A total of 4 and 6 types of activation functions and optimizers are used respectively in 
the hidden layer to determine the best model in CNN. In addition, the epochs and 
proposed iteration numbers are 6 and 258, respectively. Tables 2 and 3 show the 
performance results of the above combination on these two types of datasets. 

� Combination Model Performance on the CXR Dataset 

Table 2. Performance results from a combination of 2 activation functions and 3 Optimizers on the CXR dataset 

Activation Function Optimizer Accuracy Loss 
 
ReLU 

Adamax 93.29% 0.1899 
Adadelta 92.43% 0.2052 
Adagrad 93.43% 0.1992 

 
Leaky ReLU. 

Adamax 94.43% 0.1776 
Adadelta 93.57% 0.1917 
Adagrad 92.29% 0.1987 

Table 3. Plot of accuracy and loss from ReLU and Leaky ReLU 

Optimizer ReLU Leaky ReLU 
Adamax 

  
Adadelta 
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Adagrad 

  

 

� Combination Model Performance on CT Dataset 

Table 4. Performance results from a combination of 2 activation functions and 3 Optimizers on the CT dataset 

Activation Function Optimizer Accuracy Loss 
 
ReLU 

Adamax 87.86% 0.3312 
Adadelta 46.71% 2.1681 
Adagrad 69.00% 0.8008 

 
Leaky ReLU. 

Adamax 88.86% 0.3238 
Adadelta 46.86% 2.1796 
Adagrad 68.71% 0.7939 

Table 5. Plot of accuracy and loss from ReLU and Leaky ReLU 

Optimizer ReLU Leaky ReLU 
Adamax 

  
Adadelta 

  
Adagrad 
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� Optimal Combination 

From the above experiment of combining several activation functions and the optimizer 
in the CRX dataset, the best result was shown in using Leaky ReLU and Adam Optimizer 
with a value of 96.29%, and the next best combination was the Leaky ReLU and Adam 
optimizer having a value of 94.71%. Meanwhile, in the CT dataset, the tanh and 
RMSprop Optimizer was the best combination with a value of 97.57% and the next best 
was the Leaky ReLU and RMSprop optimizer having 96.00%. 

5. Conclusion and Future Work 

This paper shows a comparison of combining activation functions in the hidden layer 
with several optimizers in two types of CRX and CT dataset in order to classify COVID-
19 cases. The use of one activation function and three different optimizers from previous 
studies showed that the Leaky ReLU activation function provides excellent accuracy for 
all datasets as well as for all optimizers. From the experiment above, it shows that Leaky 
ReLU is an activation function that is excellent compared to ReLU in solving the 
problem of classifying COVID-19 CT and CRX images. It can be seen from the 2 types 
of existing datasets, the best activation function is shown by Leaky ReLU. This is in 
accordance with our initial assumption that Leaky ReLU might produce the best accuracy 
because Leaky ReLU does not ignore negative values in the image. For further research, 
it is hoped that this research can be developed with a different architecture to produce 
better accuracy. 
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