On the Importance of Color Pre-Processing for Object Detection in Submarine Images
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Abstract. When training a neural network for object detection a great deal of effort is usually devoted to augment the training dataset. The rationale behind this process is that augmentation increases the generalization capability of the network. However, little attention has been paid to the application of image enhancement techniques as a pre-processing step of the training task. In this paper we show, in the context of fish detection in submarine images, that the application of classical color enhancement methods may improve significantly the performance of the well-known Mask R-CNN object detector.
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1. Introduction

The use of image enhancement techniques is common in many vision tasks. These techniques are used to improve the contrast, the brightness and the color of the images, usually as a pre-processing step to a further analysis. As an example, we see in Figure 1 one original subaquatic image and the result of its processing with the Retinex algorithm [1]. We observe that the objects in the scene (in particular the fish) are more easily distinguishable in the processed image than in the original. In general, enhancement helps humans in detection tasks. The question arises whether the same is true for deep learning-based detection algorithms. In this paper we seek to find an answer to this question in the particular case of fish detection in submarine images.

Some recent papers [2,3] have shown that the visual quality of an image is not necessarily correlated with the accuracy of an object detector that uses this image as input. We study in the current work how the performance of a popular CNN for object detection (Mask R-CNN [4]) is affected by the use of five representative underwater image enhancement algorithms.

The paper is organized as follows. Section 2 gives a short overview of the techniques used for the enhancement of underwater images and presents the five algorithms selected for the study. Section 3.1 describes the CNN used in the experiments, the set of images used for training and evaluation, and details the training parameters. In Section 3.2 an statistical analysis of the results is provided. Finally, some conclusions are drawn in Section 4.
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2. Enhancement of Underwater Images

Underwater images suffer from color cast, low contrast and haze due to the different attenuation of the light wavelengths and to the scattering effect. These effects are depth-dependent.

Model-free or prior-based methods can be used to enhance these images. The former seek to improve the visual quality without taking the depth dependency into account while the later are based on physical image-formation models. Model-free methods are simple and applicable to a wider type of images, but are not always able to correctly improve them. Prior-based approaches do not always obtain good results due to the use of over-simplified models or to the difficulty to estimate correctly the parameters of the model in a general case. In recent years, a new trend of enhancement methods has emerged, the deep-based (or data-driven) approaches. However, the lack of available training data limits its performance [5].

In our study we have selected two popular model-free methods (MSR [1] and Fusion [6]), and three prior-based methods (UDCP [7], ARC [8] and InfoLoss [9]). MSR (Multi-Scale Retinex) aims at removing global illumination changes by locally improving the contrast of the image. Fusion combines contrast enhanced and color corrected versions of the original image using a multi-scale strategy. Both UDCP (Underwater Dark Channel Prior) and ARC (Automatic Red-Channel) estimate the depth map of the image and use this information to restore the color balance, but while UDCP bases its estimation on the green and blue color channels, ARC uses the red channel. Finally, InfoLoss consists of two steps, first a dehazing method is applied after estimating the depth map of the image, and then a contrast enhancement algorithm is applied.

We have used our own implementations of MSR [10], Fusion, UDCP and InfoLoss, based on the descriptions provided in the original papers. For ARC we have used the online tool for underwater image processing https://puiqe.eecs.qmul.ac.uk/.

3. Experiments

We have trained a popular CNN for object detection (Mask R-CNN [4]) using different processed versions of the same original images. We have then compared the mAP values obtained with the trained networks on a common test set.

Mask R-CNN permits simultaneous detection, classification and instance segmentation of the image objects. The network consists of a Backbone for feature extraction (we use Resnet101 in our tests), a Region Proposal Network (RPN) and three output branches, for bounding box location, object classification and segmentation,
respectively. We have used the implementation of the network available at https://github.com/matterport/Mask_RCNN.

3.1. Experimental Setting

We have collected a dataset of 600 underwater images, coming from two different locations in the Mallorcan coast. All the fish in these images have been manually segmented and the network have been trained to detect them. The dataset has been split into three sets: a training set (400 images, with 4252 annotated fish), a validation set (100 images, 917 fish, used for tuning the hyperparameters of the training) and a test set (100 images, 1004 fish, for evaluation of the results).

Six versions of the dataset have been used in the experiment: the original images and also the images processed with the five methods described in the previous section. The CNN has been trained and evaluated using these six datasets.

The following training strategy has been used: the upper layers of the network (‘heads’) have been trained for 30 epochs; the intermediate layers (fc3) have been trained for 30 additional epochs; finally, all the layers have been trained for other 30 epochs. In order to reduce the effect of the random nature of the minimization process in the obtained results, the above strategy has been repeated five times, and the mean average precision values (mAP) obtained on the test sets have been recorded.

3.2. Statistical Analysis of the Results

Figure 2 displays the mAP values obtained on the test set for each one of the trained networks, using as input the images pre-processed with the different methods.

![Boxplots of mAP values on the test set, obtained after pre-processing the input images with different enhancement techniques. The table displays average mAP values, represented as red dots in the figure.](image)

<table>
<thead>
<tr>
<th>Input</th>
<th>Average mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>0.61</td>
</tr>
<tr>
<td>ARC</td>
<td>0.61</td>
</tr>
<tr>
<td>UDCP</td>
<td>0.62</td>
</tr>
<tr>
<td>Fusion</td>
<td>0.63</td>
</tr>
<tr>
<td>InfoLoss</td>
<td>0.63</td>
</tr>
<tr>
<td>MSR</td>
<td>0.66</td>
</tr>
</tbody>
</table>

Visually one can observe that almost all pre-processing methods improve the performance obtained with the un-processed images. In particular, MSR obtains a 5% increase on average.

In order to check if these differences are statistically relevant we perform a one way ANOVA test (Analysis of Variance) to the obtained values. The ANOVA result is signif-
The obtained results show that the performance of an object detection network can be increased by preprocessing the input images (both during the training and the inference steps) using classical enhancement methods. In particular, for the case of underwater images, the use of the Multi-Scale Retinex method permits to significantly increase the mAP value by a 5% on average, with respect to the original un-processed images. As a continuation of this work we shall investigate how the use of augmentation techniques, both on the original and pre-processed images, may affect the detection results.
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