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Abstract. Darknet is an encrypted portion of the internet for users who intend to 
hide their identity. Darknet’s anonymous nature makes it an effective tool for illegal 
online activities such as drug trafficking, terrorist activities, and dark marketplaces. 
Darknet traffic recognition is essential in monitoring and detection of malicious 
online activities. However, due to the anonymizing strategies used for the darknet 
to conceal users’ identity, traffic recognition is practically challenging. The state-
of-the-art recognition systems are empowered by artificial intelligence techniques 
to segregate the Darknet traffic data. Since they rely on processed features and 
balancing techniques, these systems suffer from low performance, inability to 
discover hidden relations in data, and high computational complexity. In this paper, 
we propose a novel decision support system named Tor-VPN detector to classify 
raw darknet traffic into four classes of Tor, non-Tor, VPN, and non-VPN. The 
detector discovers complex non-linear relations from raw darknet traffic by our deep 
neural network architecture with 79 input artificial neurons and 6 hidden layers. To 
evaluate the performance of the proposed method, analyses are conducted on a 
benchmark dataset of DIDarknet. Our model outperforms the state-of-the-art neural 
network for darknet traffic classification with an accuracy of 96%. These results 
demonstrate the power of our model in handling darknet traffic without using any 
preprocessing techniques, like feature extraction or balancing techniques. 

Keywords. Darknet traffic, Machine learning, Decision support system, Deep 
neural network, Tor, Classification. 

1. Introduction 

Anonymity networks complicate any possibility of tracking and tracing of users’ identity 
on the Web and rely on a worldwide network of volunteer Web servers. Darknets such 
as Tor and I2P are anonymity networks that prevent traffic analysis and activity 
monitoring using encryption schemes like onion routing [1]. The anonymity on darknets 
is indeed provided for both senders and receivers. This anonymous nature allows users 
to carry on illegal activities as dark hidden services. A web of such services on darknets 
such as Tor is called dark Web and there has been a great deal of work to analyze the 
content and application of hidden services on dark Web [2] [3]. However, the focus of 
this paper is on classification of network traffic on darknets, rather than investigation of 
dark Web. 
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Darknet traffic classification plays an important role in detection of cyberattacks and 
malicious activities on the Internet [4] [5]. There have been significant efforts to detect 
and classify encrypted traffic of different darknets that rely on machine learning 
techniques. Hu et. al. propose a hierarchical classification method to identify the type of 
traffic (darknet or regular internet), type of darknet (Tor, I2P, ZeroNet, Freenet), and user 
behavior on each network [6]. Choorod and Weir propose a character frequency approach 
to classify Tor traffic based on characteristics of the encrypted payload. They employ 
and evaluate different machine learning methods to distinguish Tor packets from regular 
Web traffic [7]. However, there is few studies on evaluation of deep neural networks to 
detect and characterize darknet traffic. Perhaps our best understanding of deep neural 
networks as darknet classifiers in from Lashkari et. al. [8], who proposed a method based 
on convolutional neural networks to classify darknet traffic. Their method utilizes a 
feature selection technique to find the most important features and create a gray image 
that is fed into a two-dimensional convolutional neural network to detect and characterize 
traffic. Following motivations led to our study: 

• The data that is used for darknet traffic classification should be a recent 
benchmark data that not only can be accessible by other researchers, but also 
contain both anonymized VPN and Tor activity traffic to represent the real 
darknet traffic. 

• Darknet traffic data contains a large list of features for traffic samples and many 
related studies employ different feature selection techniques to reduce the 
number of features to a number that is manageable by existing machine learning 
methods. 

• Highly imbalanced data is naturally inherent in cybersecurity applications such 
as darknet traffic classification, fraud, and phishing attack detection [9]. This 
can pose difficulty and inefficiency to machine learning methods due to bias 
towards majority class. However, balancing data using oversampling (or 
undersampling) can discard useful information about the data that can be crucial 
for classification [10]. 

In this paper, we propose a novel deep neural network to classify traffic data into 
four classes of Tor, VPN, non-Tor, and non-VPN. The experiments rely on a large dataset 
that is recently collected and published on Kaggle [8]. We propose a deep neural network 
as the classifier to distinguish between regular and darknet traffic. Our model can also 
handle the high-class imbalance without any preprocessing technique to balance the data. 
The experimental results indicate that out proposed deep neural network outperforms the 
state-of-the-art deep neural network for darknet traffic classification with the accuracy 
and F1 of 96%, and Kappa value of 0.92. The neural network we propose in this work 
can also identify salient features in traffic data with no need for a feature extraction 
technique prior to detection. 

The rest of this paper is organized as follows: in Section 2, we first discuss the related 
work on darknet traffic characterization and classification. Section 3 provides a 
background knowledge on deep neural networks and describes the network proposed in 
this study. Section 4 presents the experiments to evaluate the performance of the 
proposed model and Section 5 discusses the conclusion and future direction of our work. 
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2. Related Work 

There has been recently a great deal of effort on darknet traffic classification 
although the emergence of Web traffic classification backs to two decades ago [11-15]. 
Nishikaze et al. propose a new system based on machine learning techniques to monitor 
malicious activities on the Internet [16]. The packets studied in their work were captured 
in a communication from a source network to a dark net. For each packet, 27 categories 
of traffic analysis profile were created in the form of a 27-dimensional feature vector. 
They used hierarchical clustering to identify malicious packets and matched malware 
signatures with identified packets. Ban et al. provide a study on early detection of attacks 
on darknet. They utilize a time series to characterize the activity level of attack patterns 
[17]. They also reveal the most prominent attack patterns by employing a clustering 
algorithm that clusters the attack patterns into groups with the same activities. To provide 
visual insights into the relationships between clusters, a dimension reduction is 
employed. Their experimental results indicate the effectiveness and efficiency of the 
proposed approach in early detection of new attack patterns.  

To gain a better understating of the darknet traffic and its parameters in attack 
identification, Gadhia et al. focused on a comparative analysis over two darknet sensors 
[18]. Studying total incoming packet, number of source host, targeting destination port 
for TCP and UDP protocols, they discovered that the darknet sensors have wide 
difference in incoming traffic characteristics. Fachkha et al. proposed an approach to 
infer and characterize DNS Distributed Reflection Denial of Service (DRDoS) attacks in 
dark network [19]. Their work relied on intensity, rate, and geo-location in addition to 
various network-layer and flow-based features. They employed k-means clustering to 
identify campaigns of DRDoS Attacks. In another attempt, Fachkha and Debbabi 
presented a comprehensive survey on darknet and discuss on other trap-based monitoring 
systems and compare them to darknet [20]. They report case studies on Conficker worm, 
Sality SIP scan botnet, and the largest amplification attack in 2014 to provide analysis 
on darknet information. Their work further identifies Honeyd as probably the most 
practical tool to implement darknet sensors.  

Ling et al. proposed and implemented a system to discover and study malicious 
traffic over Tor [21]. The system uses an intrusion detection system to classify the 
malicious traffic. Their experimental result reveal approximately 10% of Tor traffic that 
can trigger alerts of the intrusion detection system. The identified malicious traffic 
includes P2P traffic, malware traffic, denial-of-service attack traffic, spam, etc. Wang et 
al. proposed a new person attribute extraction method with the aim of obtaining a 
comprehensive characterization of malicious users and tracing them [22]. Their method 
is comprised of block filtration, attribute candidate generation, and attribute candidate 
verification. Using the extracted information, they analyze sensitive personal 
information such as Top-K name entities, email domain name, etc. of darknet users. 

In [23], three different super-resolution algorithms are used for text recognition in 
the Darknet. They evaluated their proposed algorithm over five state-of-the-art datasets 
for text spotting in Tor darknet. Their model achieves a 3.41% of improvement when 
deep CNN and the rectification network are combined. In [24], the authors utilize 
unsupervised and self-supervised machine learning methods to infer image semantics 
from unstructured multimedia data to investigate the content of the Darknet’s 
marketplaces. The evaluation demonstrates how the combination of CNN and LDA 
models can retrieve documents and images from text and image queries on the Darknet. 
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In [25], network flow features are used for Tor traffic analysis and multi-level 
cataloging. Their proposed model can detect the anonymous traffic in different levels of 
L1, L2, and L3 for various platforms such as mobile and PC. The work in [26] and [27] 
investigates the automatic classification of images on Tor darknet websites. The authors 
propose a semantic attention keypoint filtering (SAKF) to remove non-significant 
features at the pixel level of images using a bag of visual words (BoVW) framework to 
improve the classification accuracy. 

3. The Proposed Deep Neural Network 

A deep neural network is defined as a tuple 𝑁 = (𝐿, 𝐶, 𝐹). 𝐿 = ሼ𝐿௜|1 < 𝑖 < 𝑀ሽ is a set 
of M layers where the first layer (𝐿ଵ) is called input, the last layer (𝐿ெ) is called output, 
and the rest are called hidden layers. C in the tuple is defined as 𝐶 = 𝐿 × 𝐿  which 
represents a set of connections between all layers, and 𝐹 = ሼ𝐹௜|2 < 𝑖 < 𝑀ሽ is a set of 
functions each of which is used for a non-input layer. Each layer 𝐿௜  consists of 𝑃௅೔ 
perceptrons where ith perceptron on layer l is denoted by 𝑝௜,௟. For each perceptron 𝑝௜,௟ in 
layer 𝐿௜ , 1 < 𝑖 < 𝑀 , there are two variables 𝑏௜,௟  and 𝑎௜,௟  that store the values of the 
perceptron before and after applying an activation function. Activation function or 
transfer function decides how the value of a perceptron influences its output [28]. The 
activation function used for hidden layers in this work is ReLU that is the most well-
known activation function for deep neural networks. ReLU changes the perceptron’s 
value based on the Equation 1. 

𝑎௜,௟ = 𝑅𝑒𝐿𝑈൫𝑏௜,௟൯ = ൜𝑏௜,௟ 𝑖𝑓 𝑏௜,௟ ≥ 00  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  (1) 

Since there is no activation function to be applied on input (𝐿ଵ) layer, the perceptrons 
on the first layer are associated with only one value that is 𝑎௜,௟ . Each layer 𝐿௜ in the 
network is associated with a vector space, 𝑉௅೔ = ℛ௉ಽ೔ , to record the 𝑎௜,௟  values of its 
perceptrons, and 𝑉௅భis considered as an input. In fully connected neural networks such 
as the network used in this work, all perceptrons in layer 𝐿௜ are connected to the 
perceptrons in layer 𝐿௜ିଵ. The connection between perceptron 𝑝௜,௟, ith perceptron on layer 
l, and perceptron 𝑝௝,௟ାଵ, jth perceptron on layer l+1, is denoted as 𝑤௟,௜,௝. Now, the value 
of a perceptron before activation function is defined as Equation 2. 

 𝑏௟ାଵ,௜ = 𝛽௟ାଵ,௜ + ෍ 𝑤௟,௜,௝. 𝑎௟,௝ଵஸ௝ஸ௉೗  (2) 

 
where 𝛽௟ାଵ,௜ is called bias for ith perceptron on layer l+1. Bias values are tuned during 
the training, and they help shift the activation function. In Figure 1, we visualize such a 
network that we proposed to classify darknet traffic. Number of perceptrons in the first 
layer is equal to the number of non-target features. Number of perceptrons in hidden 
layers is set based on several experiments on the performance of neural network. Output 
layer contains four perceptrons for four different classes of Tor, non-Tor, VPN, and non-
VPN. Other parameters of the network are listed in Table 1. 
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Table 1. List of parameters and their values in our deep neural network 

Parameter name Parameter value 
Activation Function (Hidden layers) ReLU
Activation Function (Output layer) Softmax

Loss Function Sparse Categorical Cross Entropy 
Optimizer Adam

Epochs 100
Batch Size 64

Validation split 33%

 
Figure 1. The proposed deep neural network 

 
1. Activation: As mentioned earlier, the activation function decides how the 

weighted sum of input to a perceptron forms its output and eventually the 
network’s output. In this work, we apply ReLU activation function for all 
hidden layers. To obtain a distribution over the 4 classes in darknet traffic 
classification, Softmax activation function is used for the output layer. Equation 
(3) indicates how the Softmax function works for the input vector a [29]. 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑎) = 𝑒௔೔∑ 𝑒௔ೕଵஸ௝ஸ௄  (3) 

 
where K is the number of classes (4 in our problem), 𝑒௔೔ is the standard 
exponential function for the input vector, and 𝑒௔ೕ is the standard exponential 
function for the output vector. 

2. Loss: Deep neural networks are trained based on stochastic gradient descent or 
its variants. Loss is the prediction error of the network while calculating and 
updating the weights. The loss function, sparse categorical cross entropy in this 
work, is used to calculate loss value of the prediction. Equation 4 indicates how 
the sparse categorical cross entropy is defined. 

𝐿(𝑤) = 1𝑁 ෍ሾ𝑂௞ log൫𝑂௞෢൯ + (1 − 𝑂௞) log(1 − 𝑂௞෢)ே
௞ୀଵ (4) 

 
In the equation 4, w indicates the weight vector of the neural network, 𝑂௞ 

indicates the true labels of the data, and 𝑂௞෢  represents the labels predicted by 
the network. N also indicates the input size. 

3. One hot encoder: This function is used to transform all the categorical data into 
numerical form which can help the network to have a better prediction [8]. 
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4. Dropout: This function is used to prevent overfitting of the network. A dropout 
layer randomly sets the value of input perceptrons to zero with a frequency of 
rate (τ) at each step during training the network. Non-zero inputs are scaled up 
by ଵଵିத such that the sum of all input perceptrons remains the same. In the 
experiments, we use τ = 0.2 which produces the best results for this problem. 

5. Optimizer: In this work, we utilize Adam gradient-based optimization 
algorithm to update the weights of the network during the training phase [30]. 

6. Normalization: To avoid bias the model towards features with high values, 
normalization is used to transform the features’ values into a decimal in the 
range of [0, 1]. In this work, we utilize min-max normalization function, N, that 
works based on Equation 5. ∀𝑓 𝑖𝑛 𝐹: 𝑁(𝑓) = 𝑓 − 𝑓௠௜௡𝑓௠௔௫ − 𝑓௠௜௡ (5) 

 
where F is the set of all features in the data, f indicates a feature, and 𝑓௠௜௡ and 𝑓௠௔௫ are the minimum and maximum values of f. 

7. Adaptive learning rate: Each time the network weights are updated during 
training, learning rate hyperparameter is used to control size of moving towards 
a minimum of the loss function. An initially large learning rate value helps the 
model accelerate training and gradually reducing the learning rate helps the 
model learn complex patterns in the data. In this study, we use exponential 
decay function [31] that is shown in Equation 6. 𝑙𝑟 = 𝑙𝑟௜௡ × 𝑘𝑡 (6) 
 
In the equation above, 𝑙𝑟௜௡  is the initial learning rate value, k is a 
hyperparameter to control the reduction amount, and t is the iteration number. 
To set the initial learning rate, we consider changes of learning rate in response 
to the loss value during the training phase.  

4. Experiments 

We first discuss on the dataset used for darknet traffic classification. This data is called 
DIDarknet and is a recently collected benchmark dataset of 141,529 traffic instances with 
79 features2 where 55 features have integer values, and the rest are decimal. The dataset 
contains four classes of Tor (1,392 samples), VPN (22,919 samples), non-Tor (93,355 
samples), and non-VPN (23,863 samples) where class 1 (Non-Tor) and class 4 (VPN) 
are the majority and the minority, respectively.  

To evaluate our model, we randomly allocate 20% of the data for test and 80% for 
training and validation. The training phase is used to train the model and initialize the 
weights of the neural network. As Table 1 indicates, 33% of the train data is allocated 
for validation. The validation set is used after training the model to tune the 
hyperparameters with the aim of improving the model’s accuracy. Figure 2 shows values 
of loss and accuracy for both train and validation sets. 

 
2  For the description of all features, please refer to the original website of the dataset: 

https://www.unb.ca/cic/datasets/darknet2020.html 
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The loss metric is calculated for both training and validation and shows the sum of 
errors made on each instance in the training and validation sets. In other words, loss 
measures how the distribution of a class labels are different from the distribution of labels 
predicted for the class’s instances. During the training phase, loss is used to tune the 
weights of the neural network and each iteration of the optimization, the loss values 
imply how well the model behaves. In this work, we employ sparse categorical cross 
entropy as the loss function. 

The accuracy metric is used to measure the model’s performance after setting the 
parameters. It is the measure of how accurate the model predicts the true data. Plot of 
loss values in Figure 2 demonstrates that after training the model, loss decreases on the 
validation set which implies the neural network performs better after tuning the model’s 
parameters. According to the plot of accuracy, the neural network learns to predict with 
an accuracy over 95%, and the prediction accuracy on the validation set is almost the 
same. 

 
Figure 2. Loss and accuracy for training and validation 

 
As we discussed before, we control the size of the movements on the search space 

by an adaptive learning rate. To empower our model to use an effective learning rate, we 
choose its initial value by examining the effects of various learning rates on the loss 
function. Figure 3 shows the plot of changes where for learning rate values greater than 
10-3 and close to 10-2, loss is minimum. By guess and check iterations over the values in 
this range, we set the initial learning rate to 3 × 10ିଷ. 

 

Figure 3. Loss Vs. Learning rate 

We now evaluate the deep neural network’s performance using the test data. The 
data is fed into the input layer, and the evaluation metrics listed in Table 2 are calculated. 
Since the data in this work contains more than two classes, all the evaluation metrics in 
Table 2 are used as multi-class metrics. Also, for an easier interpretation, values for the 
first four metrics are reported as percentage. 
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Table 2. Evaluation metrics used to evaluate the deep neural network's performance 

Metric Equation Metric variables Value 

Accuracy 
𝑇𝑃 + 𝑇𝑁𝑃 + 𝑁  

P: size of class P 
N: size of class N 
TP: No. of samples correctly classifies as P 
TN: No. of samples correctly classifies as N 
FP: No. of samples incorrectly classifies as P 
FN: No. of samples incorrectly classifies as N 

96.07 

Precision 
𝑇𝑃𝑇𝑃 + 𝐹𝑃 96.08 

Recall 
𝑇𝑃𝑇𝑃 + 𝐹𝑁 96.12 

F1 
2𝑇𝑃2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 96.06 

Kappa 
𝑃௢௕௦ − 𝑃௘௫௣1 − 𝑃௘௫௣  

𝑃௢௕௦: empirical probability of agreement on the label 
assigned to any sample 𝑃௘௫௣: expected agreement when labels are assigned 
randomly

0.9225 

 

Accuracy is one of the well-known metrics used to evaluation classification 
performance of machine learning techniques. Accuracy reports total number of correct 
predictions to the total number of all samples. In case of imbalanced data, accuracy is 
not a proper metric since the ratio can be biased towards the majority class. Precision is 
another classification metric that indicates how precise the classifier is in predicting true 
samples of each class. In other words, precision reports what portion of all samples 
classified in a class truly belong to that class. In contrast, recall is a metric to represent 
the percentage of samples in a class that are correctly predicted by the classifier. F1 is 
the harmonic mean of precision and recall and indicates the quality of classification.  

In contrast to the stet-of-the-art model, DIDarknet, [8] with accuracy of 85%, our 
model notably outperforms based on four well-known evaluation metrics. To gain a 
better understanding of the model performance, the confusion matrix of the model is 
shown in Figure 4. The diagonal values indicate how well the model predicts true data 
in each class while non-diagonal values on each row indicate number of instances in a 
class that are incorrectly classified in other classes. 

 
Figure 4. Confusion matrix of the classification 

Kappa is a statistical score in [0,1] that reports how much two annotators (true labels 
and predicted labels) agree on the labels assigned to the samples in a classification 
problem. The following guideline published in [32] can be used to interpret the Kappa 
metric: value 0.00 to 0.20 is considered slight agreement; 0.21 to 0.40 is fair agreement; 
0.41 to 0.60 is moderate agreement; 0.61 to 0.80 is substantial agreement; and 0.81 to 
1.00 is almost perfect agreement. According to the value reported for Kappa in Table 2, 
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the deep neural network presents a perfect agreement between the true and predicted 
labels in darknet traffic classification. 
 
5. Conclusion and Future Work 

Darknet traffic classification plays an important role in detection of cyberattacks and 
malicious activities on the Internet. This work proposes a deep neural network for 
darknet traffic classification. We utilize a recently published benchmarked dataset of 
Web traffic that contains both anonymized VPN and Tor activity instances to represent 
the real darknet traffic. The main purpose is to classify the darknet traffic into four classes 
of non-Tor, non-VPN, Tor, and VPN. The state-of-the-art deep neural models proposed 
for the problem employ feature selection/extraction prior to classification to reduce 
number of features. However, our model can identify salient features in traffic data 
during training the network. It also handles the high-class imbalance in the data without 
any balancing technique prior to classification. Based on different types of evaluation 
metrics, our model outperforms the related work with a notable difference of 10% in 
classification accuracy and Kappa value of 0.92.  

To extend this work, we plan to evaluate the performance of deep neural network in 
classification of dark hidden services regarding their textual information and their 
structural identity [33]. Also, creating and publishing another dataset that contains more 
balanced data of Tor and VPN traffic can be another direction for future work. Regarding 
rapidly changing traffic of darknet, we can also expand this work further by studying the 
evolution of the traffic and its features over time and implement a deep neural network 
to classify big data of darknet traffic over time. 
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