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Abstract. Social media offers an invaluable wealth of data to understand what is
taking place in our society. However, the use of social media data to understand
phenomena occurring in populations is difficult because the data we obtain is not
representative and the tools which we use to analyze this data introduce hidden
biases on characteristics such as gender or age. For instance, in France in 2021
women represent 51.6% of the population [1] whereas on Twitter they represent
only 33.5% of the french users [2]. With such a difference between social networks
user demographics and real population, detecting the gender or the age before going
into a deeper analysis becomes a priority. In this paper we provide the results of an
ongoing work on a comparative study between three different methods to estimate
gender. Based on the results of the comparative study, we evaluate future work
avenues.
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1. Introduction

Social networks provide a rich amount of real time data that social scientists analyze
to find actionable insights. For instance [3] investigates Chilean citizens perception of
transport, [4] looks at how social media influenced the 2016 presidential campaign in
the United States or [5] focuses on emotions and narratives with respect to gender. The
inherent bias carried by social networks illustrates the need to identify gender for social
scientists when analyzing the networks before drawing any assumption or conclusion.

Twitter has an easy access to their data using their own API2. Besides, the com-
munity has focused mainly a lot on the Twitter data. For instance [3,5,6,7,8,9,10,11]
based their research only on tweets and did not address other social networks. As argued
by Steinert-Threlkeld [12]: “Twitter presents an ideal combination of size, international
reach, and data accessibility that make it the preferred platform in academic studies”. In
this work we tackle the problem of gender identification on Twitter.

There are two main research lines dealing with gender identification on Twitter. The
first one deals with the capability to identify the gender of an author based fundamen-
tally on the texts generated by the user. This research line is very well summarized by
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Ikae and Savoy in [13] and has as corner stone the author profiling task at PAM-CLEF
competitions [14,15,16,17,18,19,20].

The second one does also use the metadata related to the tweet and to its author
that can be obtained via the Twitter API. These tweet and author metadata are used as
inputs of the gender identification model. Quite some work has been devoted to identify
gender just based on the name since the seminal work of Michael [21]. Among them,
we highlight Demographer [22,23] and [24]. Other works [3] tackle the problem with
classical machine learning techniques converting names, description and/or username in
a bag-of-words representation through word or character n-grams. We also see a devel-
opment of gender identification through deep-learning methods, for instance [8,9] added
a computer vision component to process the user profile picture to improve results. And
[9] processed names, description and username through a sequential model. More re-
cently we saw models with pre-trained BERT-architecture [25] like in [6] to determine
the user’s gender. And [10] focused on the difference between using classical machine
learning and deep learning methods.

One of the main difficulties is to build one model dealing with several languages at
the same time, a lot of works [3,4,5,6,10,22,7] focused on one or two languages only.
Wang et al. [9] are the first ones to tackle the problem in a multilingual paradigm, pro-
cessing 32 different languages. Nevertheless, the possibility to evaluate the models and
create a benchmark is complicated due to the lack of labeled data in those several lan-
guages.

A more fine grained understanding of the typology of Twitter users is provided when
we are able to discern between human accounts from accounts coming from organiza-
tions as in [26]. This line of work is continued in [9] and we do also focus our work in
finding out if users are real humans or institutional account such as a company or official
pages.

In this work we present an initial set of results of our efforts to set up a production
multilingual gender identification system on Twitter. Our contributions are

(i) an efficient and scalable methodology to create multilingual datasets with Twitter
users soft labeling, and

(ii) a baseline evaluation of the quality of three models for gender identification based
on this data.

Following this line of work, in the near future, we plan to

(i) open a labeled dataset that could be used as test set to benchmark any gender
machine learning model,

(ii) open our model via one API like in [11] or in the HuggingFace platform[27], and
(iii) quantify our model bias regarding gender occupations like in [28] and mitigate it

if necessary.

2. Methods

2.1. A methodology for building multilingual Twitter user demographics pseudo
labeled datasets

We are interested in designing a methodology that can be used to create reasonably
good datasets of Twitter users annotated as either institution, man, or woman. The
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methodology is required to be easily adaptable to any new language. Labeling data is
time consuming and as we have access to a vast amount of unlabeled data on Twitter, we
focus on soft-labels to fast annotate a large amount of data. We design a procedure that
fits all languages.

The main idea of our procedure is to combine different soft-labelers to create more
robust datasets. The first one uses self-reporting info as in [3,9,6]. For instance users that
have in their description father and grandpa or official account are soft-labeled respec-
tively as man or institution. We provide a list of self-reporting words or expressions
that can be considered as self-reporting3. The second soft-labeler is inspired from [22],
we look, for each language, at a list of first names and its number of occurrences for men
and women, then we applied it on Twitter names to get an estimator of the gender. For
instance in the US we have access to the distribution of gender by name4. We also used
a third soft-labeler based on dependency parsing and part-of-speech tagging to detect if
the user description if the user is expressing it/her/himself as a person, an institution or a
group of persons, for instance like ”I love pancakes” would never refer to an institution
whereas a description like ”Our firm helps ...” would. Then we combine those soft labels
to identify better the user demographic with a majority vote across all soft-labelers. In
case of ties, we do not include the data into the final set.

2.2. A first soft-labeled dataset

At first, we applied the procedure on five different languages: Catalan, English, French,
Portuguese and Spanish. We sampled Twitter from 2016 to 2020 to get 3 million users
in total. Table 1 describes the demographic labels in our datasets after applying our soft-
labelers and balancing our dataset in order to have a 50% of the users being institutions,
25% being men and 25% being women. A rough estimate of the equivalent amount of
data Wang et al. [9] would have used for training with only 5 languages instead of 32
would be 2.27M users. Thus, our dataset is about a 5% in terms of size of Wang et al.
dataset. Table 2 describes the distribution of data across the different languages. Both
tables also include the numbers for the split of the total dataset into a 70% for training
and a 30% for testing stratified by language.

Dataset Total organization male female

Total 106810 53405 26703 26702
Train 71562 35781 17891 17890
Test 35248 17624 8812 8812

Table 1. Distribution of collected data by demographic labels.

2.3. Experimental Design

Our model considers as inputs only three of the metadata texts associated with a Twitter
user: its name, its description and its username. And it considers a two variables outputs
(y1,y2) with y1 = 1 if the user is an institution, and 0 otherwise. As for y2 we have that

3https://drive.google.com/drive/u/0/folders/1JP-xOlwzLU8Ue_jRyXGtPRdWrjRWJ3Eu
4https://www.ssa.gov/oact/babynames/limits.html
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Dataset Catalan English French Portuguese Spanish

Total 6560 28606 11173 13890 46581
Train 4390 19220 7411 9434 31107
Test 2170 9386 3762 4456 15474

Table 2. Distribution of collected data across languages

y2 = 1 if the user is a woman, and y2 = 0 if the user is a man and otherwise it does not
matter.

We created three different models. The objective is to explore the capacities of a
baseline model without machine learning, a classical machine learning approach with a
bag-of-words representation and a deep learning model in the line of the one presented
by Wang et al. [9].

The name may be a strong factor for defining the final gender. But as we want our
model to also learns from features present in the description we would like to attenuate
the importance given to the name. In order to smooth the name occurrence in the training
set we decided to mask the name with a probability inversely proportional to its frequency
in the training set. Thus the most frequent name such as Thomas or Juliet will be learnt
but the model will also focus more on the description. Furthermore in order to avoid
overfitting from the gender masks we used in soft-labels, we decided to mask them with a
probability of 80% the gendered marks we have identified with our soft-labelers to avoid
overfitting. The loss functions are also adapted as in [29] to consider the second output
if and only if the observation is a human.

2.3.1. Baseline model

The baseline model is based on an a priori gender marked words such as mistress or
waiter to identify gender. To detect if the user is a human being, we look if the name of
the user contains a first name from the ones we gathered with the gender distribution in
each language for our second soft-labelers. If the name does not contain any of the first
name then we considered the user as an institution otherwise a human being. Then to
differentiate the gender we used the baseline created in [30]. This baseline uses weights
from a regression model to detect gender on social networks. We applied this regression
on the concatenated name and description.

2.3.2. Machine learning model

The second model is based on a simple pipeline combining a term-frequency times in-
verse document-frequency (TF-IDF) representation and a logistic regression classifier.
The TF-IDF looks at unigrams and bigrams. It has as parameters a list of predefined
stop-words in each language and considers only tokens appearing at least twice in the
training set. The logistic regression had a l1-regularilizer penalty.

2.3.3. Deep learning model

Our model is inspired from [9]. We decided to get rid of the computer vision part and
to focus on a text inputs only: name, username and description. First we train for each
input an independent bi-directional long short term memory recurrent neural networks
(bi-LSTM RNN) model to predict the gender. For instance, only with the input name, we
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Model F1 - Institutions / People F1 Men/Women

Wang et al. (2019) 89.90 91.8
Baseline 63.5 57.0

BoW + Logit 78.4 87.3
Ours 78.9 91.5

Table 3. Results of different implementations for 5 languages together

train a bi-LSTM RNN model to predict if the name is more likely to belong to a man,
a woman or an organization. Second, we get the three trained models back, discard the
final softmax layer of each model, concatenate the last layer of each model together and
add a new softmax layer on top of it. We train this architecture in two steps. During the
first one, the warm-up step, we freeze all layers but the the final softmax layer and train
the model. Then we unfreeze all layers and train all layers together.

We chose bi-LSTM RNN [31] to be aligned with [9] and compare our two ways of
constructing our training sets. LSTMs advantage is that they learn long-distance relation-
ships between the inputs.

We trained for each of the inputs a bi-LSTM with character and word embeddings.
The character embedding representation enables to represent shared linguistic patterns
across languages as suggested in [32]. Besides character embeddings representation with
LSTM is pretty efficient to detect morphologically rich language as exposed in [33]. Both
embeddings, word and character, will then represent better the meaning of the inputs in
a multilingual paradigm.

3. Experimental results

First, we look at the institution detection in 3 on the left. Our best model is not so far
from [9]. We reach 87.7% of their results so far with 4.7% of the data volume and without
using profile pictures. The deep learning model clearly outperforms the baseline but the
classical machine learning model reaches close results. We should increase our training
set volume to get the full potential of the deep learning architecture to get results as in
[10]: a significant margin between deep learning and classical machine learning methods.
Nevertheless, our methodology goes in the good direction as we reach similar results
with much lower data.

n-grams P[male] P[female]

cris 0.25 0.75
ina 0.11 0.89
nat 0.39 0.61
isco 0.98 0.02

Table 4. Empiric Probabilities of some n-grams to belong to a man or a woman

When we look at the gender differentiation in 3 on the right, we see that our model
is almost at the level of [9]. We reach 99.7% of the results with only 4.7% of the data
volume they use and without using profile pictures. We also outperform the two other
methodologies: the baseline and the classical machine learning by a significant margin.
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Indeed the difference between our method including recurrent neural network and the
bag of words representation with a logistic regression is higher than 4 points. It confirms
results from [10] about significant improvement when detecting gender for deep learning
model compared to classical machine learning models.

We also have evidence that our deep learning model learnt well how to differentiate
women and men. First, we have computed the empiric probabilities associated with some
features such as diminutive names: cris has a probability of 75% to be associated with
women, as it can also be used by men. We show some examples in Table 4.

4. Conclusions and future work

In our ongoing work we tackle the problem of differentiating people from institution and
identifying the gender of real users simultaneously. We propose a soft-labeling based
methodology to build our data sets by combining three different methods to tag the col-
lected data from Twitter. In the future, we will add additional soft-labelers, for instance
existing classifiers such as [9] or [22] to leverage existing knowledge. The soft-labelers
can be adapted to a lot of languages in a relatively small amount of time. We also plan to
experiment with calibrated soft-labeling using the methods presented in [34].

We see that our methodology enables to reach good results with a much lower data
volume. Besides for gender detection we are almost at the same level than [9] when
working on 5 languages and with only text inputs. We also see that the character embed-
dings paradigm catches morphological variations in a multilingual framework. We will
work on adding more data to leverage the deep learning potential, more languages and
we will also add the text of the tweet as input as it can carry gender information and also
patterns associated to institutions.

We will also provide an ablation study on the different inputs to quantify the im-
portance of each one in the decision. In parallel we will quantify our model gender bias
regarding occupations. Our plan is to also provide different labeled test set that any-
one can use to benchmark her/his model and to open-source our final model to improve
reusability.
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