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aUniversity of Duisburg-Essen

Abstract. A central role in understanding the interaction between hu-
mans and AI plays the notion of trust. Especially research from social
and cognitive psychology has shown, however, that individuals’ percep-
tions of trust can be biased. In this empirical investigation, we focus
on the single and combined effects of attitudes towards AI and moti-
vated reasoning in shaping such biased trust perceptions in the context
of news consumption. In doing so, we rely on insights from works on the
machine heuristic and motivated reasoning. In a 2 (author) x 2 (con-
gruency) between-subjects online experiment, we asked N = 477 par-
ticipants to read a news article purportedly written either by AI or a
human author. We manipulated whether the article represented pro or
contra arguments of a polarizing topic, to elicit motivated reasoning. We
also assessed participants’ attitudes towards AI in terms of competence
and objectivity. Through multiple linear regressions, we found that (a)
increased perceptions of AI as objective and ideologically unbiased in-
creased trust perceptions, whereas (b), in cases where participants were
swayed by their prior opinion to trust content more when they agreed
with the content, the AI author reduced such biased perceptions. Our
results indicate that it is crucial to account for attitudes towards AI and
motivated reasoning to accurately represent trust perceptions.

Keywords. trust in AI, AI journalism, machine heuristic, motivated
reasoning

1. Introduction

With the rapid development of AI technology, its non-determinism and complex-
ity, as well as AI permeating ever more aspects of everyday life, questions about its
acceptance and adaption arise. To that end, special importance has been devoted
to the role of trust in AI. Originating in earlier works on automation [1,2] but also
related to more recent works on human-computer and human-robot interaction
[3,4], the importance of trust in human-AI interactions has been theoretically and
empirically established [5,6].
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Moreover, with trust as a central construct in understanding human-AI in-
teractions, it should be noted that trust is the subjective perception of AI’s trust-
worthiness which does not necessarily reflect AI’s actual trustworthiness. Such
misalignments of perceived and actual trustworthiness can be the result of vari-
ous biases. While some sources of such biases stem from specific design features
[7], in this study, we are interested in biases originating in the human cognitive
system. To that end, studies from cognitive and social psychology have identified
a wide range of cognitive biases which systematically alter human perceptions of
the world, such as availability bias, representativeness heuristic, or anchoring bias.
Moreover, for social interactions it was found that human perceptions oftentimes
aim to protect a person’s (social) identity. One such social source of bias is mo-
tivated reasoning which suggests that individuals sometimes process information
in a way to protect and confirm prior beliefs [8] and identities [9,10].

While motivated reasoning is well established in human-human interactions,
in this study, we want to explore whether we can assume similar patterns when
humans interact with AI. To that end, our main hypothesis is that receiving infor-
mation from AI should reduce motivated reasoning as AI is oftentimes perceived
to be less ideologically biased and more objective than its human counterparts
[11,12]. Hence, our central research question is:

� RQ1: Can AI reduce motivated reasoning?

To answer this question, we conducted an online experiment in which we pre-
sented participants with polarizing information which was allegedly either written
by a human journalist or a news algorithm, and asked participants to evaluate the
trustworthiness of the information. Contextually, we locate our work in the field
of journalism where, over the past years, AI systems have increasingly been em-
ployed as part of, for example, recommender systems and personalization, news-
bots, the structuring and collection of data but also in automated storytelling
[13].

2. Theoretical background

2.1. From trust in human agents to trust in AI

A central role in analyzing the interaction between humans and AI plays the
notion of trust. However, trust as a multidimensional construct ([14]) comes with
many definitions (see, e.g., [15,16]). Most of such definitions of trust comprise two
central entities, (1) the trustor who places trust in someone (or something) and
(2) the trustee who receives trust to perform a specific task. In addition, there
must be the possibility that the trustee intentionally or unintentionally fails to
perform the task, introducing the notion of risk, vulnerability and uncertainty to
the interaction of trustor and trustee [1]. Such definitions of trust, originating in
works on interpersonal trust between two human agents, have been applied to
describe how humans relate to automated systems [1,5], robots [3] and AI [7].

Importantly, trust is the result of AI’s subjectively perceived trustworthiness.
Consequently, while AI systems can be more or less trustworthy due to their func-
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tionality and reliability, users might perceive these systems differently. Ideally,
a system’s trustworthiness and its perceived trustworthiness can (or should) be
related which has been labeled warranted [17] or calibrated trust [1]. In some sit-
uations, however, perceptions of trustworthiness do not reflect a system’s actual
trustworthiness, resulting in trustworthy systems being distrusted [18] and un-
trustworthy systems being trusted, leading to unwarranted trust [17] and misuse
[18].

Consequently, it is important to identify which factors affect individuals’ trust
perceptions. To that end, especially research from social and cognitive psychology
has shown that individuals’ perceptions can be biased. While such biased percep-
tions can be the result of specific system features like anthropomorphism which
has been found to increase the perceived trustworthiness of a system [7] 1, in this
study, we are interested in biases originating in the human cognitive system.

To that end, two important factors, which have been found to systematically
affect trust perceptions are (1) attitudes towards the trustee (in our case AI)
[19,20] and (2) motivated reasoning [21]. In the following, we discuss how both
are likely to affect trust in AI individually and jointly.

2.2. Attitudes towards AI

Two prominent and related perspectives which systematically describe individ-
uals’ trustworthiness perceptions of AI are algorithm appreciation/aversion and
the machine heuristic. Works on algorithm appreciation, for example, have found
that individuals prefer algorithmic advice over human advice (e.g., [12]). How-
ever, this preference has also been observed in the opposite direction, labeled as
algorithm aversion. Untangling under which circumstances we can expect either
algorithm appreciation or algorithm aversion, [22] investigated the role of framing
effects and perceived expertise on trust. As a key result, the authors found that
framing an agent to be perceived as higher in expert power explained whether
individuals preferred algorithmic, or human advise.

Findings by [22] are well in line with predictions by the so-called machine
heuristic. Building on earlier works, in which it was found that individuals pre-
ferred computer-generated information over human-generated information [23],
[11] introduced the Modality-Agency-Interactivity-Navigability model (MAIN
model). Central to this model is the assumption that individuals employ cogni-
tive rules of thumb, that is cognitive heuristics, to navigate information systems
such as the Internet. Because of the sheer information overload that the Inter-
net offers, such heuristics allow individuals to quickly and effortlessly arrive at
conclusions about information’s trustworthiness. One of the central heuristics in-
troduced by Sundar [11] is the machine heuristic. According to Sundar [11], the
machine heuristic is triggered whenever specific cues suggest that individuals are
dealing with a machine (in our case AI) rather than with a human. As a con-
sequence, individuals apply common epistemic assumptions associated with ma-

1We understand anthropomorphism as a factor eliciting unwarranted trust, as anthropomor-
phism in itself does not increase the system’s actual trustworthiness in terms of performance
but merely increases its perceived performance
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chines such as being ideologically unbiased, and being objective, which, in turn,
lead to higher trust ratings [23].

Following the logic of the machine heuristic, we hypothesize that:
H1: For individuals who perceive AI as more competent and objective and less

ideologically biased (higher trait belief in the machine heuristic), AI authorship
should result in higher levels of perceived trust (as compared to human authors).

2.3. Motivated reasoning: Effects of opinion congruency

Especially in communication studies, one important factor affecting trust percep-
tions is opinion congruency, wherein opinion congruent sources are trusted more
than opinion incongruent sources [24]. One theory that explains these dynamics
is motivated reasoning. Motivated reasoning, a theory from social psychology [8],
suggests that individuals sometimes process information in a biased manner, lead-
ing to overcritical assessment and rejection of opinion incongruent sources and
information as well as lacking scrutiny and quick acceptance of opinion congruent
sources and information. Empirically, motivated reasoning is well established in
various contexts, but can we expect similar mechanisms when humans interact
with AI?

To that end, first results on congruency effects have already been observed.
For example, [25] found that individuals trusted an automated security officer
(ASO) less when the judgment of the ASO differed from their own judgement.
Similarly, [26] found that teachers accepted an AI-based educational technology
less when it was incongruent to their own perception of a student and [27] found
that . Furthermore, [27] investigated how physicians were more likely to reject a
diagnosis from automated decision-support systems when diagnosis did not match
their own.

While these results are insightful insofar as they provide evidence for congru-
ency effects, the study designs do not include a human comparative condition. In
other words, the studies do not illuminate whether the effects of congruency are
unique to AI or whether we can expect a preference for any (AI and human) actor
who shows congruency. Overcoming this limitation, [28] found that congruency
increased adherence to AI-assisted recommendations but to a similar degree as
recommendations by a co-worker. Hence, [28] could show that individuals did not
differentiate between AI and a co-worker in terms of motivated reasoning. Receiv-
ing information from both, AI and the co-worker, resulted in the same pattern of
motivated reasoning.

In contrast, [29] found that news written by AI were less likely to induce
selective exposure, a concept which has been linked to motivated reasoning [30].
Similarly, [31] found that AI generated news were perceived as less biased (in-
dependent of opinion congruency), leading the author to suspect that ”this find-
ing offers possible optimism that the introduction of automation services may be
capable of playing a role in reducing reactance to news perceived as biased” (p.
93).

Building on these results, we argue that, unlike humans as inherently agentic
agents who can follow their own subjective agenda, AI systems should be per-
ceived as less agentic and more objective, leading to less rejection of opinion-
incongruent information. Hence, we hypothesize that:
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H2: AI authorship should result in higher levels of perceived trust (as com-
pared to human authors) when individuals are presented with information that
is incongruent to their prior opinion.

Lastly, we connect predictions related to the machine heuristic and motivated
reasoning. We expect that the effect suggested in H2 can partly be explained by
the machine heuristic which proposes that individuals perceive machines as less
biased than humans (see previous section). In other words, we hypothesize that:

H3: Individuals who perceive AI as more competent and objective and less
ideologically biased should perceived incongruent information as more trustwor-
thy when they are attributed to an AI author as compared to a human author
(moderated moderation).

2.4. Setting the context: AI systems in journalism

Especially in the context of journalism, the specific perceived trustworthiness
of information is commonly referred to as the credibility of information [32] -
which we will follow in this work. Moreover, locating our work in the field of
journalism, we built on previous studies which compare credibility perceptions of
news generated by humans with news generated by AI (e.g., [33,34,35]). To that
end, while results from some studies found that AI was trusted more than a human
journalist [23], others found that individuals preferred human authors [35]. This
is reflected in results from a recent meta-analysis by [36] who found, analyzing 12
studies which compared human with AI generated content, no clear preference for
one over the other. Hence, we can assume that other factors affect how individuals
place trust in AI systems versus human authors, such as expert framing [22]. In
this work, we will explore the possible interaction of how an AI system is perceived
(general preference of AI over humans) and what is communicated (congruent
versus incongruent information), a connection which has not been made.

Moreover, vulnerability and risk are prerequisites of trust. Without vulner-
ability there is no need for trust as any none-performance would not affect the
trustor. While it might not be straight forward to think that reading the news
induces some kind of vulnerability, we argue that this is indeed the case, to the
effect that individuals have to assess the credibility of information if they want
to avoid being misinformed. In turn, being misinformed can have detrimental
consequences to the individual concerning, for example, the individuals’ health
[37].

3. Method

The study received ethical approval from the ethics committee of the University
of Duisburg-Essen. All hypotheses, the study design, and data analyses were pre-
registered via OSF. The data and data analysis syntax can be found here.

3.1. Sample, experimental design and procedure

We recruited 477 participants (255 female, 238 male, 11 non-binary, 3 preferred
not to say) via the online survey platform Prolific. The mean age of participants
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was M = 31.24 (SD = 10.38) and ranged from 18 to 71 years. Indicating the
highest degree received, 34 participants indicated to have received a middle school
degree, 107 a high school degree, 62 completed an apprenticeship, 259 a university
degree (Bachelor or Masters), and 14 none of the above.

To test our hypothesis, we conducted a 2 x 2 between-subjects design with
the independent factors, author and congruency. The factor author consisted of
the two levels human author (n = 194) and AI author (n = 200). The factor
congruency consisted of the two levels, opinion-congruent (n = 186) and opinion-
incongruent (n = 208), and refers to the agreement between the participants’
opinion and the opinion displayed in the news article. To determine congruency,
participants were asked to indicate their opinion on the issue of gender-neutral
language, which is either congruent or incongruent with the stance of the news
article on gender-neutral language. Because motivated reasoning can only be ex-
pected when individuals hold an opinion for or against an issue, participants who
did not express an opinion in support or against the issue were excluded from the
analysis (for similar procedures, see [38,39]).

To begin with, participants were asked to provide standard demographic data.
Subsequently, participants were introduced to the task. Depending on the experi-
mental condition, participants were told that they were about to read a news arti-
cle written either by a human journalist or by a news algorithm. When presented
with the news article on gender neutral language, the author was repeated in
the article’s byline. After reading, participants were asked to evaluate the general
message credibility. The study closed with participants indicating their attitude
towards machines (machine heuristic), their prior experience with algorithms, and
whether they remembered the author of the news article (manipulation check),
after which participants were debriefed.

3.2. Stimulus material

The study participants were asked to read a short news article about the po-
larizing topic ‘gender-neutral language in Germany’. The polarizing potential of
the selected topic was tested in a pretest with N = 51 participants. Both articles
were written by a human author and were written to represent supporting or
contradicting arguments for gender-neutral language usage. The length of each
article was between 236 and 247 words. To make sure possible differences in the
perceived trustworthiness were not a result of the argument quality, text wording
in both articles was kept as similar as possible by using negations.

3.3. Measures

We adopted [40]’s message credibility scale to assess the perceived trustworthiness
of the news article. To that end, participants were asked to indicate how well the
three adjectives can describe the news article: accurate, authentic, and believable
(from 1 = describes very poorly to 7 = describes very well). All three items were
summarized into one mean score with a Cronbach’s α = .876.

To assess individuals’ stance on the machine heuristic, we adapted items
created by [31]. In four items, measured on a 7-point Likert-type scale (from 1 =
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Table 1. Unstandardized regression coefficients, standard errors, and p-values for the basic re-
gression model (including only controls), model 1 (testing H1), and model 2 (testing H2).

model 0 model 1 model 2 model 3

B SE p B SE p B SE p B SE p

congruency -1.16 0.12 .001 -1.07 0.12 .001 -0.10 0.39 .793 -0.10 0.38 .796

author 0.09 0.12 .465 0.95 0.37 .010 2.05 0.56 .001 1.05 0.36 .003

age -0.01 0.01 .356 -0.01 0.01 .441 -0.01 0.01 .682 0.01 0.01 .738

gender -0.20 0.11 .072 -0.16 0.11 .136 -0.16 0.11 .139 -0.15 0.11 0.16

AI experience 0.09 0.08 .273 0.11 0.08 .184 0.12 0.08 .137 0.13 0.08 .138

MH 0.54 0.14 .001 0.60 0.14 .001 0.22 0.45 .649

author*MH -0.22 0.09 .014 -0.26 0.09 .005 -0.10 0.31 .744

author*congruency -0.64 0.24 .008 -0.65 0.24 .008

author*congruency*MH -0.10 0.21 .637

Congruency is coded 1 = congruent, 2 = incongruent; author is coded 1 = AI, 2 =
human. MH is short for machine heuristic.

strongly disagree to 7 = strongly agree), participants were asked to indicate their
agreement the following statements: (1) if a machine does a job, then the task was
done objectively, (2) if a machine does a job, then the work was error-free, (3) if a
machine does a job, then the work was unbiased, and (4) if a machine does a job,
then the task was done accurately. For the analysis, items were summarized into
one mean score with Cronbach’s α = .797. The mean perceived machine agency
was 3.79 (SD = 1.30).

Besides the standard demographic data described above, we also controlled for
algorithmic expertise. Participants were asked to indicate their prior knowledge
about AI as follows: ”A great deal/I am an expert on this topic,” (n = 25), ”A
lot/I have read quite a lot about,” (n = 116), ”Some/I have some knowledge,” (n
= 269), ”A little/I have only heard of artificial intelligence,” (n = 66) or ”None/I
have no idea what artificial intelligence is.” (n = 1).

4. Results

4.1. Hypotheses testing

To test our hypotheses, we ran four multiple linear regressions (for coefficients,
standard errors, and p-values of all models, see Table 1). In model 0, we included
only the control variables age and gender. Since the main effects of author and
congruency were not of prior interest, we included both in this basic model as well.
Results of the multiple regression analysis could show that model 0 predicted the
perceived trustworthiness of the article significantly better than the null model
(the mean) with F(6, 387) = 16.67, p < .001, R2 = .193. Moreover, we found
that if participants’ prior opinion was congruent to the article’s content, perceived
trustworthiness increased, supporting previous results of motivated reasoning [41].
In addition, we also found that participants perceived the text purportedly written
by AI similar to the text purportedly written by a human author.
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Figure 1. Perceived trustworthiness by condition.

4.1.1. Hypothesis 1

Following this basic model, we successively added predictors according to our hy-
potheses in model 1, model 2, and model 3. In H1, we hypothesized that, for in-
dividuals who perceive AI as more competent and objective and less ideologically
biased (higher trait belief in the machine heuristic), the AI author should result in
higher levels of perceived trust (compared to the human author). Similar to model
0, model 1 was significant with F(8, 385) = 15.68, p < .001, R2 = .23. More-
over, the model was significantly better than the null model (F(2, 385) = 10.3,
p < .001).

Our results support H1. Participants’ belief in the machine heuristic affect
how participants perceived the AI author compared to the human author. Partic-
ipants who perceive AI as more competent, objective and less ideologically biased
perceived the news article as more trustworthy when it was purportedly writ-
ten by AI than by a human. Interestingly, when including the effects of belief in
the machine heuristic, the effect of author became significant, implying that the
authors, AI and human, were indeed perceived differently. The text purportedly
written by a human was perceived more trustworthy than the text puportedly
written by AI.

4.1.2. Hypothesis 2

In H2, we predict that AI authorship should result in higher levels of perceived
trust (as compared to human authors) when individuals are presented with infor-
mation that is incongruent to their prior opinion. Model 2 was significant with
F(9, 384) = 14.91, p < .001, R2 = .24, and significantly better than model 1
(F(1, 384) = 6.84, p = .009). Supporting H2, we found that the interaction of au-
thorship and congruency was also significant. We visualized the results in Figure
1.

Inspecting the relationship of author and congruency, we found that, contra-
dictory to our predictions, the effect was due to reduced trust in the congruent
condition (t(184) = 2.42, p = .016). There was no difference between AI and
human authorship when the article was incongruent to the participants’ opinion
(t(206) = 0.69, p = .448).
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To better understand this effect, we wanted to know whether the observed
difference between trust perceptions was driven by participants overtrusting opin-
ion congruent content or participants placing less trust in opinion incongruent
content. While, in this study, we did not include a control condition (or base-
line condition) per se, we could compare opinion congruent and incongruent trust
perceptions with those perceptions by participants who indicated to hold no di-
rectional attitude towards gender-neutral language. Through a one-way analysis
of variance (ANOVA) and subsequent post-host test (with a Bonferroni corrected
alpha level of α =.0125), we found that the observed difference was indeed driven
by participants overtrusting opinion congruent content (independent of the au-
thor), whereas participants’ perceptions of trust in the opinion incongruent con-
dition did not significantly differ from those who held no prior opinion (control
group vs incongruentAI: p = .822, 99.2% CI = [−0.43, 0.84]; control group vs
incongruenthuman: p = .356, 99.2% CI = [−0.28, 0.98]2).

4.1.3. Hypothesis 3

In H3, we hypothesized that individuals who perceive AI as more competent and
objective and less ideologically biased should perceive incongruent information as
more trustworthy when attributed to an AI author than a human author. To test
this moderated moderation hypothesis in model 3, we used Process for R (version
4.0.1) by [42]. The resulting model 3 was significant with F(11, 382) = 11.89, p <
.001, R2 = .26. Results indicated, however, a non-significant effect. Consequently,
H3 had to be rejected.

5. Discussion

In this work, we investigated which biases systematically affect trust perceptions
and how they play out. While AI is entrusted with various tasks, we situated
our investigation within the realm of AI journalism, comparing how individu-
als perceive purportedly human-generated content compared to purportedly AI-
generated content. To that end, building on insights related to the machine heuris-
tic and algorithm appreciation, both of which suggest that individuals perceive
machines/AI as more competent and objective and less ideologically biased, we
hypothesized that the higher individuals’ trait belief in the machine heuristic is,
the more they would perceive content produced by AI as more trustworthy than
a human author.

Our results support this hypothesis. Individuals who indicated that AI is
more competent and objective and less ideologically biased than humans perceived
AI news as more trustworthy than human news. These results are in line with
previous findings, which could show, for example, that individuals are more willing
to disclose information to a machine than to another person if they thought that
machines were more trustworthy than humans [43].

Interestingly, while we initially did not find a difference in perceived trust be-
tween purportedly human and purportedly AI generated text, this changed when

2All means and standard deviations are reported in the supplement material S1.
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we included participants’ attitudes towards AI in the model. Filtering the effect of
attitudes towards AI revealed that participants in our study found content from
the human author more trustworthy than the AI author. These results echo previ-
ous findings, showing that individuals trust human authors more than AI authors
(e.g., [31]), but also stress how attitudes towards AI shape these perceptions.

In addition to the effects of attitudes towards AI, we were also interested
in possible effects of motivated reasoning. To that end, literature on motivated
reasoning (e.g., [8]) suggests that individuals are overly critical of and more likely
to distrust information that does not support their prior opinion, whereas in-
formation that supports their prior opinion is more readily assimilated trusted,
and believed. Building on this, we predicted that AI authorship should result in
higher levels of perceived trust (compared to human authors) when individuals
are presented with information incongruent with their prior opinion.

As predicted, our results indicate that authorship (AI versus human) and the
congruency condition interacted. This implies that the perceived trustworthiness
of an AI author and a human author, respectively, depended on whether or not
the article was (in)congruent to the individual’s prior opinion. Inspecting this
interaction, however, we found that, unlike predicted, the AI authorship reduced
the effects of opinion congruency and not incongruency. To be precise, when read-
ing the seemingly AI-generated content, participants showed less bias for opinion-
congruent content. In contrast, opinion-incongruent content remained unaffected
by the authorship condition.

Why did we find this? We explain this unexpected finding by referring to the
main effect we found for authorship. As reported above, when filtering out the
effects of attitudes towards AI, we found that participants trusted the content by
the human author more than the (in fact, same) content by AI. We assume that
this lack of trust towards AI is reflected in the reduced trust perceptions even
when content affirmed participants’ opinion. Hence, while our original assumption
suggests that AI would increase trust perceptions for opinion incongruent con-
tent, we found that AI could reduce biased trust perceptions by reducing overly
trustworthy perceptions of due to opinion congruent content.

To some degree, our results align with previous findings from [29], who found
that participants of their study preferred opinion congruent news written by a
human author over opinion congruent news written by an AI. The authors explain
their findings pointing to increased levels of perceived trust towards human news
compared to AI news.

In our last hypothesis, we wanted to know whether attitudes towards AI could
explain the relationship between opinion-congruency and authorship. However,
we did not find any significant interactions (moderated moderation).

5.1. Implications

What becomes apparent through our work is that specific attitudes towards AI
and ideological biases due to motivated reasoning systematically shaped trust
perceptions. Various theoretical and practical implications arise from these take-
away findings that go beyond our work’s contextual scope (AI in journalism).

First, thinking about trustworthy AI, our work implies that, to understand
trust perceptions, we need to consider how individuals understand, make sense,
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and perceive AI. More specifically, our work shows that, while an AI author was
generally perceived as less trustworthy than a human author, the exact opposite
effect was found for individuals who perceive AI as more competent and objective
and less ideologically biased. Hence, disregarding individuals’ attitudes would
have wrongly resulted in a null finding, hiding the underlying dynamics. Knowing
how end-users perceive AI is, hence, essential.

To that end, various studies have measured attitudes towards AI. In a large-
scale survey, for example, [44] have asked over 150, 000 respondents in 142 coun-
tries about potential harms and benefits of AI. However, knowing about these
attitudes is just one step towards trustworthy AI. We also need to ask how in-
dividuals arrive at such attitudes and how attitudes might be changed. [43] sug-
gest that one source of such attitudes are, for example, “common stereotypes
about machines” (p. 2). However, the authors do not explain how such stereo-
types evolve. Another perspective comes from [22], who suggest that perceptions
of AI depend on how AI is framed in terms of its competence/expert power by
introducing an AI system either as above-average performing or as average per-
forming. These results also align with previous findings by [45], who found that
depending on the terminology used to describe AI, for example, as a computer
program, an automated system, machine learning, or an algorithm, affected how
participants perceived AI in terms of, for example, system complexity, fairness,
and trust. Hence, our results, combined with previous findings, stress the impor-
tance of attitudes towards AI and how these must be addressed when designing
trustworthy AI systems.

Second, similarly to the effects of attitudes towards AI, our work shows that
trust perceptions are shaped by individuals’ prior opinion towards the task out-
come. While previous studies could already show that an AI author led to reduced
hostile media perceptions [46,47] and reduced perception of media bias [31], our
study adds to this that AI could reduce effects of motivated reasoning. In other
words, when the task outcome (the news article) was congruent to the partici-
pants’ opinion, participants trusted it more than participants who did not have a
prior opinion or those whose opinion was not supported. And although this effect
was reduced in the AI condition compared to the human condition, levels of trust
were significantly higher in the congruent condition compared to the incongruent
and neutral condition, indicating a case of overtrust.

Moreover, we found that our findings are the results of specific attitudes to-
wards AI, similar to previous outcomes. For example, the reduced hostile me-
dia perception [46] and the reduced media bias [31] were the result of perceived
superiority of AI compared to humans in terms of competence and objectivity
(increased belief in the machine heuristic). In turn, our findings were the result
of reduced trustworthiness of AI. Hence, attitudes towards AI also shape how
biases like motivated reasoning occur. However, it remains open how such dynam-
ics change when attitudes towards AI change. For example, can we expect that
perceived media bias decreases when perceptions about AI turn from competent
and objective to biased? For now, belief in the machine heuristic and automa-
tion biases remain, as [43] suggested, due to common stereotypes, but how would
those stereotypes change as the public becomes more aware of algorithmic biases,
a concept widely discussed and acknowledged in academia (e.g., [48,49]).
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To conclude, both findings, the effects of attitudes towards AI and motivated
reasoning, are significant because they stress the importance of how we approach
and measure trustworthy AI. In our case, if we had simply asked participants to
indicate how trustworthy they perceived the news article, we would have found
no difference between the human author and the AI author. Only when including
the joint effects of attitudes towards AI and the congruency information, did we
find that trust perceptions indeed varied. When including participants’ attitudes
(in this case, the belief in the machine heuristic) and their prior opinion, we could
excerpt more fine-grained effects that were otherwise hidden.

5.2. Limitations

In the light of the discussed implications of our work, we would like to point to
equally important limitations. First, as pointed out above, we neither anticipated
nor know why the human author was perceived as more trustworthy than the AI
author. Previous studies suggest that such an effect might be related to anthro-
pomorphism [31] or emotional involvement [46], but since we did not include any
such measure or manipulations into our study, we cannot explain this result.

Second, our study is restricted to trait assumptions, that is, participants’
stable beliefs in the machine heuristic. To increase the causal claim that these
beliefs/attitudes towards AI shape trust perceptions, future studies should include
manipulations of such, similar to [22].

Third, given the extensive range of AI applications (e.g., recommender sys-
tems, decision aids, voice assistants, or autonomous vehicles) that vary in their
task affordances, we are limited to the task we used, automated content creation.
To that end, automated content creation neither relies on user input like rec-
ommender systems or voice assistance nor is the task characterized by increased
levels of risk such as some decision aids or autonomous vehicles. Hence, the gen-
eralizability of our findings to other tasks is inconclusive.

6. Conclusion

In this work, we asked whether AI could debias individuals’ trust perceptions.
In addition, we were interested in how attitudes about AI might affect such
(de)biased trust perceptions. To answer these questions, we asked participants to
read either a purportedly AI or purportedly human-generated news article and
asked them how trustworthy they found the content.

Our results indicated that (a) attitudes towards AI shaped trustworthiness
perceptions and that (b) AI debiased trust perceptions in cases where participants
were swayed by the prior opinions to trust content more when they agreed with
the content. Notably, the difference in trust perceptions of the AI author versus
the human author only became apparent when accounting for attitudes towards
AI and prior opinions, emphasizing the explanatory importance of attitude and
prior opinions.
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