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Abstract. The traditional collaborative filtering algorithm does not consider the 
influence of item popularity in similarity calculation, and the prediction score does 
not consider the influence of time on the change of user interest, resulting in 
inaccurate similarity calculation and single recommendation result. To solve these 
problems, this paper improved the traditional similarity calculation method by 
combining the item popularity penalty coefficient, improved the recommendation 
diversity of the algorithm, and integrated the time factor into the prediction method 
to solve the problem of interest attenuation. Experiments on the 100K and 1M data 
set of Movielens show that the improved algorithm effectively improves the 
accuracy and coverage of recommendations.  

Keywords. Recommendation system; Collaborative filtering; Item popularity; 
Dynamic interest change; Time function. 

1. Introduction 

Recently, Customers cannot quickly find satisfactory products in the face of excessive 

information, resulting in poor online shopping experience for users [1]. 

Recommendation system can explore potential interests and hobbies by analyzing the 

historical behavior information of users and make targeted personalized 

recommendations to users without specific the needs of users [2].   

Collaborative filtering is considered to be one of the most promising and widely 

used recommendation algorithms, which is used to help users finding commodities they 

may like [3, 4]. Traditional collaborative filtering methods calculate similarity only 

based on user grade [5]. However, with the increase of the number of users and 

commodities, users are more easily to find and buy those popular commodities, causing 

the asymmetry of score data. In this case, the similarity calculated is not accurate, and 

the popular items in the generated recommendation list almost account for the majority, 

which is not conducive to the individuation and novelty of the recommendation [6]. 

This situation is known as the "long tail effect" in the recommendation system [7]. In 
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addition, the user needs and interests will change at different stage. The traditional 

methods calculation methods for all score right, unable to identify the dynamic changes 

of the user's interests which called “drift” [8]. 

In this paper, a collaborative filtering algorithm based on item popularity and 

dynamic change of interest is proposed. Firstly, the item popularity was integrated into 

the similarity calculation method, and the popularity penalty function was defined 

through item popularity and item popularity differences to improve the diversity of 

recommendation results. Secondly, according to the different behavior characteristics 

of users, the time decay function is defined to weaken the contribution of old data to 

the predicting results and make the final recommendation result more accurate. The 

experimental results on Movielens data set show that the proposed algorithm can not 

only improve the recommendation accuracy, but also improve the diversity of 

recommendations. 

2. Related work 

In recent years, collaborative filtering based recommendation algorithms have been 

widely used to solve personalized recommendation in the field of e-commerce, among 

which computing similarity and predicting score are the most important two parts. 

Item-based Collaborative Filtering algorithm (IBCF) calculates the similarity between 

items according to users' scores, and firstly constructs a scoring matrix based on users' 

scoring information. Based on the constructed scoring matrix, similarity calculation 

method was used to calculate the similarity between items [9]. The commonly used 

similarity calculation methods include Pearson similarity and modified cosine 

similarity [10]. The algorithm in this paper takes modified cosine similarity as the 

similarity calculation method, as shown in Equation (1). Then, the top-N items with the 

highest similarity of target items are taken as neighbors, and the prediction score of 

users on target items is obtained by using the prediction formula, as shown in Formula 

(2). 
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In order to alleviate the “long tail effect” of recommendation system, scholars 

introduced popularity penalty factor into the algorithm. Gao et al. [11] proposed a 

method to punish popular items. They took the number of popular items and the 

proportion of the total items as punishment, and added it into the similarity calculation 

method. Hao et al. [12] introduced item popularity as a weight factor into similarity 

calculation and recommendation process to improve the reliability of user similarity 

calculation and influence of unpopular items in the final item recommendation process. 

Wei et al. [13] proposed a collaborative filtering recommendation algorithm combined 

with item popularity weighting, analyzed the influence of item popularity and 

popularity differences on similarity, and designed penalty weights for popular items 

exceeding the popularity threshold to reduce their contribution in similarity calculation 

(IPCF). 
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The introduction of popularity penalty weight improves the algorithm's ability to 

mine unpopular items, but it cannot dynamically recommend items to users. In order to 

solve the problem of interest dynamic change, the time factor is integrated into the 

algorithm. Yi [14] put forward a kind of computing time weighting algorithm to track 

each user's interest changes. By introducing personalized attenuation factor, the 

algorithm makes each score more reasonable and effective. However, the purchase 

cycle of each user is different, so it is difficult to provide personalized recommendation 

for different users. Chen [15] et al proposed a recommendation method based on 

dynamic time attenuation (TWCF). TWCF dynamically determines the attenuation 

function based on users' scoring behavior, gradually weakens the influence of old data 

and accurately predicts future users' preferences. Song et al. [16] proposed the 

time-weighted based information recommendation algorithm, where the users set, time, 

tag set and goods resources are utilized to calculate the tag feature vector to predict the 

user's preferences. After time function is added into the recommendation algorithm, the 

problem of dynamic change of user interest is solved to some extent. 

3. Collaborative filtering algorithm based on item popularity 

3.1. Normalization of item popularity 

In the recommender system, item popularity is expressed as the number of user 

evaluations. The more times an item is evaluated, the higher its popularity will be. 

Popular items are more likely to be selected and evaluated by users due to their 

popularity or high cost performance, and two popular items are more likely to be 

scored by the same user at the same time. When using traditional similarity to calculate 

the similarity of two popular items, the calculated similarity is higher, but this does not 

mean that popular items are similar to other items. 

Due to the large difference in popularity between items, there will be a large 

difference in numerical value in calculation, and the result will be greater than 1 in the 

subsequent calculation of attribute weight function. Therefore, this paper normalized 

The Times of user evaluation, as shown in equation (3), to keep its value range at [0,1], 

so as to reduce data deviation. Where, popitem (i) refers to the number of times that 

item i has been evaluated, popmax refers to the number of times that the most popular 

item has been evaluated, and popmin refers to the number of times that the least 

popular item has been evaluated. 
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3.2. Deviation of item popularity 

In this paper, the absolute value of the difference in item popularity is defined as the 

difference in item popularity. The smaller the difference in popularity between the two 

items, the closer the popularity of the two items. Items with small differences in 

popularity are similar in popularity and other aspects. Such items are more likely to be 

discovered and purchased by the same user. Therefore, there are more users who have 

jointly evaluated these two items, and the calculated similarity will be high. The 

difference in prevalence between item I and J is shown as follows: 
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3.3. Weight of popularity 

Items with high popularity have more common scores with other items, popular items 

are easier to be selected and evaluated by users, their similarity with other items is 

generally high, and such items are subject to greater punishment. Therefore, the 

popularity of items is positively correlated with the weight of punishment. Popularity 

differences will also affect the calculation of similarity. The smaller the difference in 

popularity between the two items, the greater the possibility of them being found and 

purchased by user, causing the similarity being evaluated too high. Based on the above 

analysis, combined with the popularity of the item and the differences in popularity, the 

popularity penalty weight function is proposed: 
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Pop (i) is the normalized popularity of item i, and PopBais (i, j) is the difference in 

popularity between item i and item j. Since the prevalence difference between items is 

large, the numerical value will have a great influence on the penalty weight, so lg 

function is introduced to reduce the numerical influence of the prevalence difference. 

When PopBais (i, j) = 0, the prevalence difference is the smallest. Combining the 

popularity penalty weight function with the traditional similarity calculation method, 

the improved item similarity calculation formula is as follows: 
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4. Collaborative filtering algorithm based on dynamic temporal interest change  

Users' purchase interest and memory both change over time, and it is difficult for users 

to maintain long-term interest in a product. Generally speaking, it shows a declining 

trend. The recent purchase data should have a greater contribution to the prediction of 

preferences, so this paper gives different weights to users for each score according to 

the time of prediction, so as to weaken the contribution of old data to the prediction of 

scores. The user's interest changes dynamically with time, with more emphasis on the 

recent purchase interest. The characteristic of the exponential function is that it 

attenuates sharply first and then slows down. Therefore, this paper chooses exponential 

function as the attenuation function of user interest. A decay coefficient ε is introduced 

to slow down the decay rate. Let ε=1/T, then the time function is shown as follows. 
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T is the time period, and T is inversely proportional to the ε attenuation coefficient. 

FIG. 1 shows the curve of time function f under different T values.  
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Fig. 1. Curves of f time function with different values of T 

The larger T is, the slower the change of time function is and the smaller the 

contribution of historical data is. The value of T determines the attenuation rate of f to 

historical data, and an appropriate parameter T should be selected to accurately predict 

users' future preferences so as to improve the performance of the algorithm. In the 

recommender system, the decay rate of historical data should be determined by the 

purchase behavior of each user. In a period of time, if a user has a long and frequent 

purchase cycle, all the goods purchased in the purchase cycle can provide more 

accurate data support for predicting preferences. The old data should be decayed slowly 

and a higher value T should be assigned to the time function. In this case, different T 

values can be selected according to the shopping cycle of each user, and the purchase 

cycle of user U can be defined as Tu= tmax-tmin. At this time, the time function is shown 

in Formula (8), where TMAX is the earliest time when users purchase goods within a 

period of time, and TMAX is the latest time when users purchase goods within this 

period. T is the time when the user buys the target item. 
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In addition, the buying habits of users vary, and even the same users have different 

attitudes towards different things. Therefore, this paper classifies items into 

instantaneous interest items, general interest items and long-term interest items 

according to users' purchasing behavior. If the user's interest in a certain item lasts for a 

long time, it can be considered that the user has a long-term interest in this item. If 

there is only one purchase record, it can be considered that the user has only transient 

interest in such items. Anything in between is called general interest. The k-means 

clustering method was used to cluster commodities according to user rating data. The 

purchasing frequency α was defined as the rating times of each commodity category by 

users, and the frequency threshold θ was set. The purchase frequency greater than the 

threshold θ is classified as the long-term interest of users, while the purchase frequency 

less than the threshold is classified as the short-term interest of users. The liking degree 

of long-term interest products does not decrease with time in the interest cycle of users, 

so the time function has no weakening effect on the score of such products. However, 

for commodities of general interest and instantaneous interest, users' interest in them 
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will gradually weaken over time, so the contribution of their scores should be 

weakened when predicting user preferences. On this basis, redefine the time function: 

1
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It can be seen from Equation (9) that, for commodities purchased more frequently 

by users, the time function does not reduce the contribution of scoring, while for 

commodities purchased less frequently, the time function reduces its contribution 

according to the purchasing cycle and scoring time of users when predicting scoring. 

Combined with the time function, the prediction formula is as follows: 
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5. Experimental Analysis 

5.1. Experimental data set 

In order to verify the effectiveness of the algorithm, several experiments are carried out 

on Movielens 100K and 1M data sets including the ratings of 1682 movies by 943 

users. The ratings are divided into five grades from 1 to 5, and each score has a definite 

scoring time. In this paper, the five-fold crossover method is adopted to divide the data 

set. The 100K and 1M data sets are randomly divided into five parts, four of which are 

randomly selected as training sets, and the remaining one as test set. Five data sets are 

divided into 1-5 respectively, and the average value is taken as the experimental result. 

5.2. Evaluation indicators 

In this paper, accuracy and coverage are taken as the evaluation indexes of the 

algorithm. Accuracy is measured by the difference between the predicted score value 

and the real score, as shown in Equation (11). Coverage rate is a measure of the 

proportion of recommended items in the total collection of items in the 

recommendation system, which can effectively reflect the diversity and novelty of 

recommendations. The formula is shown in Equation (12). 
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5.3. Comparison algorithm 

Table 1 lists the algorithms used for experimental comparison, including the traditional 

item-based collaborative filtering algorithm, the recommendation algorithm combined 

with item popularity, the time-fused collaborative filtering algorithm and the algorithm 

proposed by this paper.  
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Each algorithm was tested on Movielen-100K and 1M data sets, and MAE and 

coverage were compared under different numbers of neighbors. 

Table 1. Comparison algorithm description 

The algorithm name Item popularity Time Algorithm description 

Traditional collaborative filtering 
algorithm(IBCF) 

  Unimproved item-based collaborative filtering 
algorithm 

Time - based collaborative filtering 
algorithm(TWCF)[15] 

 
√ 

Collaborative filtering algorithm combined with 
time optimization prediction method 

Collaborative filtering algorithm based on 
item popularity(IPCF)[13] √ 

 A collaborative filtering algorithm was proposed 
to improve the similarity calculation method 
based on item popularity

Collaborative filtering algorithm based on 
dynamic changes of item popularity and 
interest(IPTWCF) 

√ √ 

We propose a collaborative filtering algorithm 
combining popularity and time optimization 

(1) MAE comparison 

Figure 2 and 3 show the MAE comparison results. Obviously, the MAE of the 

algorithm proposed by this paper is the lowest with different number of neighbors, 

where the MAE of the traditional collaborative filtering algorithm is the highest. The 

time-based collaborative filtering algorithm and the popularity-based collaborative 

filtering algorithm start from the dynamic changes of item popularity and user interest 

respectively, and combine the popularity penalty weight and time function to optimize 

the similarity and score prediction respectively. In 100K and 1M data sets with 

different neighbor numbers, the MAE values of the two algorithms have little 

difference, and are generally lower than the traditional algorithm. At the same time, this 

paper improved the algorithm by combining the item popularity and user interest 

changes, redefined the popularity penalty function and time function, optimized the 

similarity calculation method and prediction method, and improved the 

recommendation accuracy. Compared with the MAE based on popularity-based 

collaborative filtering and time-based collaborative filtering, the recommendation 

accuracy of the proposed algorithm is higher. Therefore, by adding the time function 

and popularity penalty function defined in this paper, the similarity between items is 

more reasonable and preferences can be reasonably predicted according to the dynamic 

changes of user interests. 

    

Fig. 2. MAE of different algorithms on Data set 100K  Fig. 3. MAE of different algorithms on Data set 1M 
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(2) Comparison of coverage 

    

Fig.4. Different algorithms Coverage of Data set 100K   Fig. 5. Different algorithms Coverage of Data set 1M 

Figure 4 and 5 show the coverage comparison results. As can be seen from the 

comparison test results of the coverage of the two data sets, the coverage of the 

traditional algorithm is generally low. This is because the items with high popularity 

are generally similar to other items, and the popular items recommended to users 

account for the majority, while the number of popular items only accounts for a small 

part of the total. Therefore, the range of items recommended by the traditional 

collaborative filtering algorithm is relatively narrow. The collaborative filtering 

algorithm based on item popularity assigns penalty weight to items with different 

popularity when calculating similarity, which weakens the influence of popularity on 

item recommendation. The results show that the coverage of collaborative filtering 

algorithm based on item popularity is higher than that of traditional collaborative 

filtering algorithm and time-based collaborative filtering algorithm, indicating that the 

improvement of popularity can effectively improve the coverage of recommendations. 

In this paper, based on the collaborative filtering algorithm of popularity and time, the 

popularity penalty weight is optimized and the recommendation weight of popular 

items is weakened, thus the potential interests of users are truly explored. Unpopular 

items can also be recommended to users. As can be seen from the figure 4 and 5, the 

coverage rate of the algorithm in this paper is the highest under the number of 

neighbors, indicating that the algorithm in this paper can effectively improve the 

coverage rate of recommendations and effectively mine the potential interests of users. 

6. Conclusions 

This paper proposes a collaborative filtering algorithm based on the dynamic change of 

item popularity and interest, which integrates the item popularity into the similarity 

calculation method to solve the problem of high similarity of popular item. At the same 

time, according to the behavior characteristics of each user, a time function is added to 

the prediction formula to reduce the contribution of historical data to prediction 

preference. While improving the accuracy of recommendation, the proposed algorithm 

can effectively mine and recommend the unpopular items in the data set, improve the 

coverage of recommendation, alleviate the problem of "long tail effect" in the 

recommendation system, and improve the quality of recommendation.  

 

X. Zhang et al. / Collaborative Filtering Algorithm 139



However, there are also many areas to be improved. In the future work, we will 

further study the impact of different activity and scoring habits on users' interests, and 

provide personalized recommendations according to different users' living habits and 

shopping characteristics.  
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