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Abstract. The development of roads has been one of the nation's most essential 
infrastructural initiatives. It is an essential mode of transportation that plays an 
important role in our everyday lives. Because of its importance, the government has 
allotted large budgets in making roads in different parts of the country. The quantity 
and complexity of road construction projects have substantially expanded in recent 
years. Numerous novel methods and technology have been developed to facilitate 
road construction budgeting, planning, and decision-making. Using Artificial 
Neural Network (ANN), this study constructed a forecasting model to accurately 
anticipate the future costs of road improvements. Between 2017 and 2020, fifty (50) 
completed road projects from the Department of Public Works and Highways 
(DPWH) Regional Office XI were utilized by the researcher. The DPWH RO XI is 
one of the country’s largest implementing offices for constructing public roads 
catering the entire Davao Region. This research used the project cost as the 
dependent variable while the independent variables are the construction activities’ 
revised duration and variation order in running the model. Multiple linear regression 
model performance was compared to the performance of the neural network 
prediction model. The data included the major construction activities for road 
projects with its corresponding revised duration, actual and planned cost, and the 
reason for variation order. It demonstrates that the neural network models 
outperform to the multiple linear regression (MLR) model in terms of prediction 
accuracy. This research offers a model to the government agencies and contractors 
implementing road construction in predicting road construction costs more 
accurately. 
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1. Introduction 

A solid construction plan serves as the basis for developing a budget and timetable [1]. 

From a competitor's standpoint, estimate is a crucial step in the construction process. In 
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fact, the true cost of the project was only be known once it has been completed, and the 

contractor could only make the projected profit if the estimated cost is less than or equal 

to the project's actual cost [2]. Project cost estimating faces several challenges throughout 

the process. Cost overruns, schedule delays, scope revisions, contingencies and inflation 

are all common obstacles [3]. In the road construction sector cost forecasting is one of 

the most important aspects of planning, budgeting, and decision-making. The greater the 

project's scope is understood, the more precise estimates may be provided, as more 

project needs are specified [4]. Prior knowledge of these expenditures is crucial for both 

the contractor and the owner. Using previous data to forecast future results, trend analysis 

was implemented which is a statistical technique and was achieved through monitoring 

cost and schedule variations [5]. 

Firms creating cost plans can utilize a list of standard elements from a published 

industry guide or create their own from a library of group and sub-elements. The goal of 

standardizing data is to guarantee that all functional components are identified. After 

determining the element descriptions, it is time to assign a target price to each, and one 

way to do so is to look for any data used to generate the budget as this would have already 

established a benchmark [6].   

Cost and schedule discrepancies might create undesired consequences that would 

lead to low customer satisfaction. Creating new techniques and adopting innovations are 

essential to resolve some of the most frequently encountered problems in the construction 

industry [7]. Artificial Neural Networks are designed to train the input and output of data, 

they have the potential in showing updated results using the new training examples [8]. 

It was shown that positive applications of Artificial Neural Networks in terms of cost 

prediction, scheduling, risk assessment, claims and disputes, resolve outcomes and 

decision making [9].  

This study attempts to estimate the future total cost of road construction projects by 

employing an artificial neural network and comparing it to a multiple linear regression 

model that can predict future costs. This research used the completed road projects under 

the DPWH Regional Office XI in forecasting the road project’s actual-to-planned cost. 

The DPWH Region XI is one of the country’s largest implementing offices for 

constructing public roads catering to the entire region XI. 

2. Related Studies 

All construction projects have costs and knowing those costs ahead of time is critical for 

both contractor and the owner. Trend analysis is a mathematical technique for predicting 

future outcomes based on historical data. This is accomplished by keeping track of cost 

and schedule variations. The ability to estimate future performance is one of the tangible 

benefits of comprehensive data collection and analysis [10]. The skeleton framework of 

a specified budget is constructed by dividing the cost limit into proportional sections or 

components of a project’s scope of work. The need of including all parts must be 

highlighted, as eliminating one will only reveal the problem during the design process 

which is undesirable [11]. In the Philippines, the DPWH adopted the Standard 

Specifications for Highways, Bridges, and Airports where the major work activities are 

the facilities for engineers, other general requirements, subbase and base courses, surface 

courses, bridge construction, drainage, and slope protection structures, miscellaneous 

structures, and material details [12]. In an extensive review of previous research, an up- 
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to-date application of Artificial Neural Network were found in the context of cost, 

duration, risk analysis, productivity, safety, dispute, unit rate, and hybrid models. It 

authorizes the significance of ANNs in implementing a variation of forecast, sorting, 

enhancement, and creating framework of connected tasks in construction management 

[13]. ANN have better pattern recognition and learning abilities to get a reliable result 

[14]. 

3. Methodology 

3.1.  Data Collection, Analysis, and Interpretation 

This phase involves the collection, organization, and analysis of data pertaining to 

construction scheduling to meet the study's primary purpose. The method of the data 

collection in this phase was through the collection of historical data from the DWPH 

Regional Office XI in Davao City specifically, road projects. After gathering the data 

that was discussed in the former process, identifying, and classifying each factor in a 

structured and detailed way. 

3.2. Development of an ANN Model  

Using the ANN model, the researcher conducted an effective assessment instrument of 

the established factors from the assessed and evaluated data obtained in the former 

process. 

An ANN model for predicting the actual to planned cost ratio was developed using 

the following core features of the model: (a) Levenberg-Marquardt as the training 

algorithm (TA) [15], (b) hyperbolic tangent sigmoid as the activation function (AF) [16], 

and (c) “n” number of hidden neurons (HN), where “n” is the governing value. In 

identifying the final prediction model, the Pearson’s correlation coefficient (R), Mean 

Squared Error (MSE), and Mean Absolute Percentage Error (MAPE) was used as the 

performance markers of the final model [17].  

3.3. Relative importance (RI) using Garson’s Algorithm (GA) 

The researcher determined the significance of input parameters to the output using GA. 

From the output from the previous phase, the researcher analyzed the regression plots of 

the ANN Model in determining the RI of each factor [18]. This showed which is the most 

significant factor and least significant factor to the actual-to-planned cost ratio. 

4. Result and Discussions 

4.1.  Collection and Organization of Factors 

The identification of the factor of road construction actual and planned cost came from 

the inferences of numerous literature reviews historical data. The researcher gathered 

historical data of the fifty (50) completed projects of DPWH Regional Office XI from 

2017 to 2020. The data included the major construction activities for road projects with 

its corresponding revised duration, actual and planned cost, and the reason for variation 
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order.  The major construction of activities on road construction based on the DPWH 

technical specifications are the facilities for the engineers (Factor 1), other general 

requirement (Factor 2), earthwork (Factor 3), sub-base and base course (Factor 4), 

surface courses (Factor 5), drainage (Factor 6), and slope protection (Factor 7).  

4.2. Descriptive Statistics of the Dataset 

The descriptive statistics of the dataset used in this study are presented in Table 1. It was 

shown that the highest mean was observed in Factor 2 (other general equipment), while 

the least was observed in Factor 3 (earthworks). The skewness of the data for all factors 

was observed to be greater than 1, which suggests that the dataset is highly skewed [19]. 

Moreover, the kurtosis values observed for all datasets were all greater than 1, which 

implies that the data distribution is too peaked [20]. 

Table 1. Artificial Neural Network Model simulations 

 Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 Factor 6 Factor 7 

N 50 50 50 50 50 50 50 

Mean 148.96 156.70 105.80 106.58 122.50 125.00 146.70 

Std. Dev. 179.25 182.22 178.32 162.06 165.70 166.41 179.20 

Skewness 1.503 1.398 2.351 1.669 1.590 1.729 1.528 

Kurtosis 1.998 1.707 6.387 2.514 2.453 3.445 2.353 

Range 720.00 720.00 821.00 660.00 660.00 702.00 765.00 

4.3. Development of an Artificial Neural Network Model  

Using the core features of the model described in Section 2.2 including the TA, AF, and 

HN as well as the performance criteria such as R, MSE, and MAPE, the results of the 

model development for each of the hidden neurons simulated in this study was obtained 

and was shown Table 2 and Figure 1. 

Table 2. Artificial Neural Network Model simulations 

HN R (Training) R Validation) R (Testing) R (All) MSE MAPE 

1 0.89429 0.95602 0.99337 0.89651 5.412e-05 1.143%

2 0.91425 0.97218 0.95265 0.90717 4.7813e-05 1.030%

3 0.90760 0.97879 0.98647 0.90823 4.227e-05 0.996%

4 0.90899 0.95471 0.95201 0.91031 4.046e-05 0.995%

5 0.91224 0.95754 0.91906 0.91196 3.740e-05 0.978%

6 0.91447 0.90985 0.93166 0.91373 3.634e-05 0.897%

7 0.91684 0.93372 0.96832 0.91462 3.5209e-05 0.867%

8 0.92529 0.96259 0.96180 0.92533 3.0649e-05 0.863%

9 0.93314 0.97943 0.98641 0.93435 2.168e-05 0.834%

10 0.93385 0.98443 0.99095 0.93447 1.5642e-05 0.826%

11 0.93790 0.95139 0.99047 0.94782 1.5126e-05 0.677%

12 0.94469 0.98199 0.98765 0.95710 1.4495e-05 0.667%

13 0.95086 0.99909 0.98153 0.96215 1.4351e-05 0.624%

14 0.95826 0.98475 0.99897 0.98158 1.4003e-05 0.607%

15 0.96931 0.99936 0.99943 0.99216 8.4078e-06 0.541%
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Figure 1. Impact of the Hidden Neurons on the R Value and MSE 

Based on the simulations for the final prediction model, it was observed that the 

best model was seen in the results of the simulation of 15 hidden neurons, giving the 

largest R value and the least MSE and MAPE. This is similar to the suggestion made in 

the study of Gunduz and Sahin, wherein the number of HN is recommended to be 2m+1 

[21]. The final model structure is 7-15-1 (input-hidden-output). The regression plots of 

the ANN model development phases are exhibited in Figure 2. The results show a very 

high R value almost equal to 1 [22]. 

 

Figure 2. Regression Plots of Neural Network Model Development Phases 

4.4. RI using GA 

The RI of the input parameters was analyzed through their connection weights using GA. 

The calculation shows that the most significant parameter to the Actual to Planned Cost 

Ratio is Factor 4 (Sub-base and Base Course), while the least important factor is Factor 1 

(Facilities for the Engineer). The relative importance of each factor is shown in Figure 3. 
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Figure 3. Regression Plots of Neural Network Model Development Phases 

4.5. ANN and MLR Model Comparison 

The performance of the created neural network prediction model was contrasted to the 

performance of a MLR model. It demonstrates that the neural network model is greater 

in terms of prediction accuracy as compared to that of the MLR model. The MAPE for 

the final neural network model is 0.541% while that of the multiple linear regression 

model is 2.480%. Figure 4 shows the prediction performance of the final neural network 

model and the multiple linear regression model [23]. 

 

Figure 4. Regression Plots of Neural Network Model Development Phases 

5. Conclusion 

The purpose of this study is to develop an accurate predictive model for estimating future 

road project costs based on the project cost and the cost-influencing elements. According 

to the literature review and from previous research, prediction of construction costs is 

inaccurate for practical application due to various unanticipated and disruptive 
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phenomena. However, if properly developed they can attain a degree of precision that is 

advantageous to a variety of applications. Therefore, this research presents a more 

accurate tool in predicting actual-to-planned cost ratio for road projects. This research 

provided a mathematical tool in actual-to-planned cost ratio for government agencies and 

contractors in their preparation for future road projects. 

This research has gone through an array of processes to achieve the results of the 

study. First, the study was able to identify the factors needed through the fifty (50) 

completed road projects from the DPWH regional office XI. The extracted data indicates 

that road projects followed the same construction activities, but had various project 

durations and reasons for variances, which influenced the variance between the projected 

and actual project costs. Based on the extracted data, the researcher used the Revised 

Duration and Reasons for Variation Order for each construction activity as factors in 

applying artificial neural network. This led the researcher to be able to make a record of 

descriptive statistics of the dataset. It follows that the factors in predicting actual-to-

planned cost ratio are statistically significant in predicting actual-to-plan cost ratio. The 

extracted factors were used in creating the ANN model.  After completing the ANN 

model, the RI of the factor was analyzed using GA. It was then found that the most 

significant factor to actual-to-planned cost ratio was the sub-base and base course, and 

the least important factor was the facilities for the engineer. 

Lastly, the ANN model was compared to Multiple Linear Regression to test its 

accuracy in terms of predicting actual-to-plan cost. It showed that the ANN model is 

superior in terms of predication accuracy with a MAPE of 0.541%. This research 

concluded that the out of the fifty (50) completed projects of DPWH and seven (7) 

construction activities, the artificial neural network model can predict its actual-planned-

cost ratio with high accuracy. 

The researcher only used existing data and not assumptions in formulating the model. 

The existence of these data is of utmost importance to the development of this model. 

The study concentrated solely on local data from the DPWH Regional Office XI. Future 

research studies could opt to use more road projects as samples to improve accuracy and 

reduce inaccuracies. In addition, to increase the accuracy of the model, a future 

researcher could use more cost-influencing parameters when estimating the future cost 

of road improvements. The more detailed a prediction model is, the more it is 

advantageous to a variety of applications. 
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