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Abstract. Multi-layer satellite network has become a hot spot for its wider coverage 
and higher bandwidth level. However, due to the frequent link changes and 
complexity of network, it is hard to find out a mechanism to handle well on long 
delay and high packet loss level. This paper proposes an optimized OSPF protocol 
called OOWLP to eliminate unnecessary routing convergence to optimize the packet 
loss level and delay ultimately. Link plan table, which records link contacting plan, 
will be used to update the link state database periodically so that we can eliminate 
the flooding procedure caused by scheduled link changes. On the other hand, 
Constrained Shortest Path First (CSPF) will be used to get business differentiated 
routes in multi-layer satellite network to optimized the throughput capacity in 
congestion scenario. We divide the sending packets into different businesses and get 
the routes for each business with longer duration limited by remaining bandwidth. 
Simulation results show that in normal scenario, average packet loss rate and delay 
performance are improved 17.42%, 51.44ms respectively, average packet loss rate 
and throughput capacity performance are optimized 79.05%, 9.81Mbps respectively 
in congestion scenario compared to standard OSPF. As a result, the proposed 
mechanism is able to shorten the average delay and lower the packet loss level in 
multi-layer satellite network. 
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1. Introduction 

As an essential member in the 6G version, satellite network will be integrated with the 
terrestrial networks to provide users ubiquitous access capability [1]. With the 
development of satellite communication technology, single-layer satellite networks 
cannot meet the gradually increased needs of coverage area, Quality of Services (QoS) 
and robustness. Meanwhile multi-layer satellite networks (MLSN) strike into people’s 
sight [2-4], which can provide a more efficient network with better performance than 
single-layer networks [5]. Link QoS will affect the data interchange in the inter-satellite 
link deeply. To meet the requirements, the satellite network needs effective QoS 
guarantee [6].  

A distributed contact plan design scheme is proposed to divide the complete contact 
information into several partial parts to reduce its complexity [7], but frequent link 
changes still lead to severe packet loss. Korçak [8] proposed a multi-state virtual network 
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topology to give us the new efficient handover mechanisms to reduce packet loss, but 
this scheme cannot handle packet loss well in link congestion scenario. Heuristic 
algorithms [9-11] lead us to optimize variety of QoS parameters, but it is difficult to 
apply to MLSN practically for the complexity of the mechanism and long duration of 
convergence. All in all, these mechanisms have their advantages in normal scenario, but 
never mentioned in congestion scenario. Enlightened from these mechanisms, we need 
a mechanism with fine QoS in both normal and congestion scenarios. 

In this paper, Optimized OSPF with Link Plan (OOWLP) is proposed to reduce 
packet loss caused by frequent link change in satellite application scenarios. Link Plan 
Table (LPT) is introduced to store scheduled link information to update link state 
periodically. Furthermore, the data business is allocated to different routes according to 
the remaining link bandwidth and effective link duration to get the optimal transmission 
path in link congestion scenario, which will be mentioned in Constrained Shortest Path 
First (CSPF) algorithm herein below. Simulation results show that the enhanced routing 
strategy can eliminate unnecessary routing convergence to lower the packet loss level 
and select the optimal transmission path for MLSN routing selection process to shorten 
the average delay. 

The remainder of this paper is organized as follows. Section 2 introduces the 
construction of multi-layer satellite constellation, including the generation of link plan 
table. Main strategies involving OOWLP and CSPF are amply presented in Section 3. 
Simulation results are shown in Section 4. In Section 5, conclusions are provided. 

2. Multi-layer Satellite Constellation Construction 

Generally, the multi-layer satellite network (MLSN) may consist of Inclined 
GeoSynchronous Orbit (IGSO) satellites, Medium Earth Orbit (MEO) satellites and Low 
Earth Orbit (LEO) satellites [12]. The contacting plan design procedure is also an 
essential approach for MLSN operation. AGI System Tool Kit (STK) [13] is a powerful 
tool to obtain the visibility data for a given MLSN constellation. With the visibility 
information, a time-varying topology could be generated through various algorithms, 
which records link adjacency relationship associated with their start and end time. Finally, 
link state information is extracted from the time-varying topology structure and 
composes the LPT, which contains the nodes’ link connection state and effective time 
period to give us the basis of link update later. Our simulations will be set up in Omnet++ 
simulation environment, which can be freely used for academic research with an open 
simulation core and supporting alterable network topology [14]. 

3. Routing Optimization Strategy for MLSN 

3.1. OOWLP 

In the original rule of OSPF, neighbors are detected by the hello message interaction 
process, stored in the Interface Neighbor Information Structure (INIS) and gathered to 
constitute a Link State Advertising (LSA) which is stored in the Link State Database 
(LSDB). If we apply the standard OSPF directly to our MLSN, frequent link changes 
will cause the route convergence frequently, leading to long period of network instability, 
packet loss and longer hops. 
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To deal with the above-mentioned defects, we propose the OOWLP. As mentioned 
before, LPT is designed to preserve the link plan information of the whole network for a 
period of time. The ground station will send the new LPT periodically to the satellites 
who directly connect to it. Meanwhile the satellites will flood the compressed LPT to 
other satellites in MLSN.  

LPT
the event for 

link connection
the event for link 

failure

self-updating event queuetail headextract 
events to 
the queue

LSDB

INIS

timer

pop from 
queue by 

effect time
update

LPT: Link Plan Table    LSDB: Link State Database    INIS: Interface Neighbor Information Structure    
LSA: Link State Advertising

routing 
table

rebuild

Remaining 
bandwidth

collect

 

Fig 1. OOWLP updating process. 

When any satellite gets the new LPT, the update procedures will come into operation 
as shown in Fig 1. Firstly, the events are extracted from LPT to update the LSDB and 
INIS regularly. These events are split into two types based on the LPT entry, including 
the event for link connection which relied on effective time start, and the event for link 
disconnected which is based on effective time end. The flag bit called “conn or intrp” is 
used to distinguish between the two types. Furthermore, a timer is set to handle the events 
who reach the effective time. For the link connection event, if the event matches an INIS, 
the neighbor IP and neighbor interface IP in the INIS should be replaced with the 
corresponding two parts in the event. In addition, the LSA, who matches the event, 
should update the link id from the neighbor IP of the event. As for the link failure event, 
it has the same processes to the previous, but we will clear the neighbor information in 
the corresponding INIS and LSA. Also, we will collect the link remaining bandwidth and 
add to the corresponding part in LSDB. Finally, we will rebuild the routing table. 
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Fig 2. Flood process modification. 

Meanwhile, we revise the judgement of flooding procedure as shown in Fig 2. In the 
original mechanics, if the on-off action appeared in one link, the two nodes of the link 
will flood the updating message to other nodes in the network. It will cost much of time 
on route convergence and occupying parts of the link resources. As a result, we divide 
the link changes to two kinds of situation, for most of time the link change can be 
predicted, and rare of time the link change is unpredictable. As mentioned before, we 
periodically update the LSDB and INIS by the LPT. Thus, we restrain the predictable 
flooding, and keep the link monitoring active for the emergency situation. 
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3.2. CSPF 

Dijkstra algorithm is the core routing algorithm in the OSPF protocol. Based on the link 
information of the whole network in LSDB, the shortest path from the local node to other 
nodes in the network can be calculated by Dijkstra algorithm and added into the routing 
table. However, because of the resource constraints in space, link congestion problem 
will easily happen if the routes we choose are always in shortest hops. So, we put forward 
the CSPF on allocating data business to different routes which meet the business needs. 
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Fig 3. Divide packets from sending queue. 

Then, we divide the packets from packet sending queue into different kinds of 
business, and put each packet into the corresponding business item of business queue. If 
the packet belongs to new business, record the IP information including source IP and 
destination IP, required bandwidth and duration of the packet to form a new business 
item into the business queue, as shown in Fig 3. Afterwards, we send the packet by 
business type. 

If remaining bandwidth 
of the link is enough?

If reach the 
destination node

route selection 
process of SPF

accumulate the 
cost and effective 
time weight to the 

sum weight

choose the route 
who has less route 

sum weight

Yes

No

No

New business trigger 
routing calculation

Yes

 

(a) CSPF route calculation procedure. 
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(b) CSPF route calculation compared with original SPF. 

Fig 4. The principle of CSPF 

Next, we set up the CSPF route calculation procedure based on the SPF algorithm 
as shown in Fig 4 (a). Route paths are calculated based on the remaining bandwidth and 
remaining effective time into picking up the links. The link we picked should meet the 
required bandwidth of the business, and the shortest remaining effective time of the route 
will be as long as possible. Therefore, we add the weight of effective time into the 
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accumulation of the link cost. The remaining effective time is divided by an appropriate 
value as the weight of the effective time to keep balance with the origin cost, here we 
choose the maximum remaining effective time as the value to divide each remaining 
effective time of the link. In Fig 4 (b), we provide an example to compare our CSPF with 
the original SPF. Here we set a data business from node A to node C, requiring bandwidth 
80M and transmission time 1500s. Through the original SPF algorithm, we get the route 
path “A->B->C” with lack bandwidth, which may lead to packet loss. By CSPF, the route 
path will be replaced to “A->D->C”, which has enough bandwidth and longer duration. 

4. Simulation and Results 

In this simulation, we build out our MLSN in Omnet++ simulator as Chapter 2 mentioned. 
And we apply the two sets of routing algorithm to our scenario, one is the standard OSPF 
and the other is CSPF. Our OOWLP is used to eliminate unnecessary routing 
convergence and CSPF is to get the business differentiated routes with enough bandwidth. 
To verify the superiority of the OOWLP, we use the broadcast and multicast business to 
our scenario and compare the standard OSPF to our OOWLP through average delay and 
packet loss rate in different contract awarding frequency as shown in Fig 5 (a). As for 
CSPF, we use the partial congestion business and compare the standard OSPF to our 
CSPF through throughput capacity and packet loss rate in different sending rate, as 
shown in Fig 5 (b). 

 

Fig 5 (a) OOWLP and Standard OSPF performance comparison in normal 
sending rate, (b) CSPF and Standard OSPF performance comparison in the 

congestion scenario 
 

As shown in Fig 5 (a), the average packet loss rate in OOWLP is lower than the 
standard OSPF, which decrease 17.42%, and average delay decrease 51.44 ms. Our 
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OOWLP eliminates unnecessary routing convergence to reduce the effect on packet loss 
and delay. In Fig 5 (b), the average packet loss rate of CSPF is improved with 79.05% 
and average throughput capacity is increased for 9.81 Mbps compared to the standard 
OSPF. Because data businesses are divided to the business differentiated routes to reduce 
the probability of link congestion and increase the throughput. 

5. Conclusion 

In this paper, we propose OOWLP strategy to eliminate the unnecessary routing 
convergence and enhance the network performance. Besides the CSPF is raised to get 
the business differentiated routes to obtain the optimized transmission paths under the 
link congestion situation in MLSN. Simulation results show that the OOWLP can reduce 
the packet loss rate and delay effectively. Furthermore the CSPF can decrease the packet 
loss rate and improve the throughput capacity in link congestion scenario. 
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