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Abstract. Machine learning research typically starts with a fixed data set created
early in the process. The focus of the experiments is finding a model and training
procedure that result in the best possible performance in terms of some selected
evaluation metric. This paper explores how changes in a data set influence the mea-
sured performance of a model. Using three publicly available data sets from the
legal domain, we investigate how changes to their size, the train/test splits, and the
human labelling accuracy impact the performance of a trained deep learning clas-
sifier. Our experiments suggest that analyzing how data set properties affect perfor-
mance can be an important step in improving the results of trained classifiers, and
leads to better understanding of the obtained results.
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1. Introduction

Two fundamental components of a machine learning (ML) experiment are data and a
model. The ML community appears to prefer putting more effort into tweaking the
models while spending less time on important data considerations [3]. This means that
researchers often invest considerable resources into developing novel models and ap-
proaches, achieving marginal improvements. At the same time, they pay much less at-
tention to the properties of the data set (e.g., size, quality, train/test split), or to the ef-
fects these might have on the performance of the ML models. Potentially, this under-
investigated area of research could lead to significant improvements of the models.

2. Related Work

The ML community has shown increased interest in exploring how data set properties
affect trained classifiers. In [3], researchers investigated data-cascades, where issues with
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data labelling affected downstream systems. In [4], the authors estimated that ten of the
most commonly used ML data sets contain an average of 3.4% errors in labelling. Al
& Law researchers have investigated data set effects on model performance, including
iterative masking of predictive sentences [11], ablating data about criminal charges or
sentences [8] and enhancing lawsuit data with ODR data [12]. Researchers have inves-
tigated if models can transfer information from single or pooled data sets in different
domains [6] or different contexts (languages, jurisdictions and domains) [5].

3. Experimental Design

We evaluated a trained classifier on three data sets annotated on a sentence level under
three experimental settings. Data We used three publicly available data sets:

* 50 decisions by the U.S. Board of Veterans’ Appeals (BVA), containing 6153
sentences tagged with rhetorical roles [9].?

* 880 sentences from court opinions mentioning vague statutory terms (StatInt),
tagged with usefulness of sentences for statutory interpretation [7].3

* 50 opinions of the Supreme Court of India (ISC), containing 9,380 sentences
tagged with the rhetorical roles of the sentences [1].*

Model We embed each sentence using the Google Universal Sentence Encoder [2]
(GUSE).> We input these embeddings into a two-layer dense neural network classifier
(NN model). Full model specs and training procedure are available on github.°

Experiments E/ - Sample-Size Sensitivity: In this experiment we analyzed the im-
pact of increasing the size of a data set, by first training a classifier on very little data, and
then adding more data points each iteration. This allowed us to investigate how adding
data to the training set impacts the performance of the classifier, and whether perfor-
mance trends suggest that adding additional data could be beneficial.

E2 - Split Sensitivity: It is common practice to divide data sets into train and test
splits. To investigate the impact of split selection, we split each data set into five folds.
In each iteration, four of the folds were used as training split, and the remaining fold as
test split. This allowed us to observe the particular split’s impact on the performance of
the trained NN model, and how much the scores vary on a per-label basis.

E3 - Error Sensitivity: The high-quality of the human labelling is an important con-
cern in ML. To investigate the impact of labelling errors on classifier performance, we
started with the original data and then replaced an increasing percentage of the labels
with a randomly chosen incorrect label.

4. Results and Discussion

Experiment 1 - Figure 1 shows the evolution of F1-scores for each individual class when
adding more and more data. The rates of improvement among the classes are not con-

2Dataset available at https://github.com/LLTLab/VetClaims- JSON

3Data set available at https://github.com/jsavelka/statutory_interpretation
“4Data set available at https://github.com/Law-AI/semantic-segmentation
Shttps://tfhub.dev/google/universal-sentence-encoder/4
Shttps://github.com/hwestermann/jurix2021-data_centric_machine_learning
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Figure 1. Evolution of per-label F1-score of classifier, as documents are added to training data one by one.
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Figure 2. Variations in F1-score for individual classes per five different folds for training and test data.
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Figure 3. Evolution of per-class Fl-scores when replacing set percentage of labels with random label.

sistent. Certain classes reach a high performance quickly, while others take considerably
longer. The experiment shows the varying importance of larger data sets. The needed
sample size, and whether adding data increases performance, can vary significantly de-
pending on the class and the dataset.

Experiment 2 - Figure 2 shows the scores per class, across the training folds. Some
classes’ scores differ considerably across the folds. For some use cases, a single train-test
split may not produce reliable results when working with legal data sets of limited sizes.

Experiment 3 - Figure 3 shows the effects of randomly mislabeling a portion of the
training data set, on a per label basis. Some of the classes start to lose performance quite
rapidly, while the others are more resilient to the random errors. In real-world scenarios,
human annotators may more likely make systematic errors, increasing the impact.

Class difficulty and semantic homogeneity: It appears that certain labels are sig-
nificantly more difficult for the classifier to learn than others. In Figure 1, some labels
(such as “Citation” for BVA) quickly achieve a high level of performance and then im-
prove more slowly, while other classes require more data to achieve high performance
and continually improve (such as “Finding” for BVA). The latter classes also have a more
variable performance across folds (Figure 2) and depend more upon high-quality data
(Figure 3). Interestingly, this “difficulty” of classes does not fully correspond to the fre-
quency of certain labels appearing in a data set. Rather, it seems related to what we refer
to as the semantic homogeneity of a class, i.e., how semantically similar the sentences
are within a particular class. In [10] we grouped sentences based on semantic similarity
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in an embedding space (as determined by Euclidian distance in the GUSE embedding
space). For each sentence in a certain class, we explored how many on average of the top
20 most similar sentences were also of that same class. Looking at the table presented
in [10], it appears that classes with higher semantic homogeneity are easier to learn for
the classifier, and vice-versa. The reason could be that the classifier can more easily find
decision boundaries for sentences grouped into clear semantic clusters.

5. Conclusions and Future Work

We trained a classifier on three publicly available data sets, altering the size, training/test
split and data labelling quality, to investigate the effects of these properties on ML classi-
fier performance. We observe significant variations in performance over the experiments.
These experiments could provide guidance in deciding to continue collecting data, and
whether to focus on certain classes during data collection. Our work could represent the
initial step in developing a methodology to assess properties of a data set.
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