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Abstract. The types of decisions people make depend on how much knowledge or 
information they have about the decision environmental situation or called state. 
There are three decision-making environments: decision making under certainty, 
decision making under uncertainty and decision making under risk. Based on 
possibility theory and evidence theory, a new indeterminacy decision making 
approach with the decision-maker’s environmental knowledge information about 
the state of nature is proposed. This approach provides a general framework for three 
types of decision problems, that is, deterministic, risky and uncertain problems. 
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1. Introduction 

Decision analysis can be used to develop an optimal strategy when a decision maker is 

faced with several decision alternatives and an uncertain or risk-filled pattern of future 

environmental state events. Even when a careful decision analysis has been conducted, 

the uncertain future events make the final consequence uncertain [1]. In some cases, the 

selected decision alternative may provide good or excellent results. In other cases, a 

relative unlikely future event may occur, causing the selected decision alternative to 

provide only fair or even poor results [2]. We begin the study of decision analysis by 

considering problems that involve reasonably few decision alternatives and reasonably 

few possible future environmental state events [3]. The payoff tables are introduced to 

provide a structure for the decision problem and to illustrate the fundamentals of decision 

analysis [4].  

Consider the decision making problem expressed by Table 1: 
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Among the table, A={A1, A2,…,Am} is the unit of decision makings, they are 

independent and can not be substituted each other. },,,{
21 n

SSSS � is a collection 

of various decision-making uncertain environmental situation which may called the state 

of nature. Qi means that the loss value of Ai when decision-makers encounter the natural 

state Sj (we suppose it is better for decision-makers when the loss value is larger in this 

paper). The question is which option is best for decision-maker? 

If decision-makers know the state {for example Sk} will happen, the question turns 

to a determined decision-making problem. The best option 
*

A  satisfies: 
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If decision-makers know probability distribution of natural state

},,,{
21 m

PPPP � , where Pj is the probability of occurrence of the natural state Sj 

the problem turns to a risk-based decision making problem. At this time, decision-making 
choose the optimal option through the principle of the maximum expected loss value.  

The best option 
*

A  should satisfies: 
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If the decision-makers do not know the occurring of natural state, the question turns 
to a uncertain decision-making problem. Decision-makers must resort to certain criteria 
to make the appropriate decisions. There are five common decision criteria, they are, 
maximin criteria, maximax criteria, minimal regret criteria, Hurwicz criteria and equal 
opportunity criteria [1]. The reference [5] gives an optimism factor making-decision 
criteria through the five criterion above. We suppose the level of one decision-maker’s 

optimism factor is ),,,(
21 n

 � , the best option 
*

A based on optimism factor 

making-decision criteria should satisfies: 
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Among it, }{
ij

j

QMaxorder  is the descending ordered vector of

inii
QQQ ,,,
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 ,  T

 is the vector product. Here  reflects the attitude of 
decision-makers. The determination of   can request Reference 3. 

In all the cases above, we call )/( SAE
i is the evaluation value of decision i

A . 

Actually, the three cases above are all the extreme cases of such decision-making 

problems. The criteria to distinguish them is decision-maker’s evaluation of the state 

(or the state knowledge of decision-makers).  There are various ways to express the state 
knowledge of decision makers actually [6]. The decision-makers should collect a lot of 
useful information when they evaluate the state and gradually reduce the scope of the 
estimates. Under normal circumstances, the evaluation of state is to figure out the 
probability of a state in the range of one space or the other. We can express this kind of 
state knowledge by possibility distribution or the structural reliability of evidence. We 
make the decision-makers’ state knowledge as an evidence, that is to say, it’s the proof 
which the state evaluation should be trusted. The decision-makers can form the confident 
degree of the state evaluation in the state space by these evidences. The degree is the 
reflection of the role of the state space, and it makes the estimation no longer blindness. 
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In our paper, we will use Dempster-Shafter granule [7] to express the state 
knowledge of a decision-maker., and put the three decisions (determine type, risky type 
and uncertain type) in a unified framework. 

2. The expression of the state knowledge  

At first, we consider the following question. Suppose θ is a variable in a collection X,  C 

is a subset of X. If the decision-maker only knows θ is an element of C, we can use the 

possibility distribution function to express the knowledge of the decision-maker –“θ is 

an element of C”, that is to say: 

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Here, )( x


  is the possibility when θ equals to x.  Further, if C is a fuzzy set  of X, 

we can give the following equation: )()( xCx 


  

 

Among the C(x), we call X is the degree of membership in the fuzzy set C. We call 

C(x) is the membership function of C. The sense of C(x) is the possibility when θ equals 

to x. We also suppose m is the map from the fuzzy set x to unit interval, that is to say,  

]1,0[:
X

Im  

Among it, 
X

I  is the collection of all the fuzzy set of X. Suppose that 

piA
i

,,2,1, �  is a fuzzy subset of X, 0)( 
ii

aAm . Simultaneously, we call 

p
AAA ,,,

21
�  are the central elements of m if it satisfies the following condition: 

(1)   1

1


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p

i

i
Am    (2)     0m  

We call m is a function of supportive level. If θ is a variable in X and m is a function 

of supportive level, we call “θ is m”  is a rule of D-S. 

 

 Now, let’s consider θ is a variable expressed the state of decision-making, that is, θ 

is a variable which is defined in },,,{
21 n

SSSS � . We can use the D-S regulation 

to express the three types of decision-making statement. 

 

      Determined type,  θ  is m if 1})({ 
k

Sm , SS
k
  

Risky type ,  θ  is m if njPSm
jj

,,2,1,})({ �  

Uncertain type,  θ  is m if  1}{ Sm   

 

Suppose B is a subset of S, if the possibility of the decision-makers’ knowledge is 

θ at least   , we can express the knowledge to “θ is m”, which  m B   , 

   1Sm . 

 

At this time, we can use the supportive function to express the common state 

knowledge.  
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3. The decision-making based on D-S rule 

Suppose θ is a variable which is defined in the state space },,,{
21 n

SSSS � . We 

can use the supportive function to express the knowledge of state space. Now let 

)/( *

mAE  be the evaluation when “θ is m”, at this time, *

A  is the optimal 

choice under the state knowledge “θ is m”. We can express it by, 

  )/(max/
*

mAEmAE
i

i



 
The question is how to estimate  mAE /

*

 . Let’s discuss under the three 

circumstances below. 

 

Case 1.  Suppose B is the nonempty subset of S, m is as follows:
0)(,1)(  mBm  

We use )( B
i

  to express the subset of possible loss under the Program Ai, that is

}:{)( BSQBQ
jiji
   . We can believe the evaluation function  mAE /

*

  is 

based on )(B
i

 . If B is a collection many elements, the decision-makers should choose 

a rule to pick up programs. Suppose the makers choose the decision by levels of optimism 

factor criteria. 

 

The evaluation function can be expressed to: 

  )(/* BMaxorderQmAE
i

T
  

In the equation, )( BMaxorderQ
i

 is the descending order of )( BQ
i  , the 

dimension is same with B.   is the level of optimism factor. 

 

Case 2.  Suppose that B is a fuzzy set of S, m is as follows: 

0)(,1)(  mBm  
 

The possible loss under the decision Ai becomes the fuzzy set of loss, 

   ∪
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Among that, )(
j

SB is the membership function of B under the j
S . In this case, we 

should decide an order by preparing the elements of )(BQ
i

 when determine the  mAE /
*

. 

Then make the decision by rule of level optimism factors. One possible way is to order 

by the membership, the other is ordering by the results of membership multiply loss value. 

Now, we decide the evaluation function by the level of fuzzy sets. 

The definition  of fuzzy set )( 

i
Q is: })(:{)(

)(





jiji
SBQBQ  
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 may contains different elements for different ]1,0[ , so the dimension of 

)(
)(
BQ

i



 may be different, but none of them may be larger than the dimension of state 

space n. 

Others, we suppose the same element of )(
)(

BQ
i



 may be different, the “same” 

means the numerically equal. 

Suppose the optimism factor of decision-makers is ),,,(
21 n

 � , we may 
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define the evaluation function of Ai,   mAE /
*

 is : 
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The [α] here is the dimension of ),,,(
21 n

 �  ,
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MaxorderQ   is 

the descending ordered vector. If n=4, the dimension of )(
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  is 3, 
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 ; if the dimension is n, [α]= α. So the [α] is changing by β. The 

evaluation function can be determined if the level optimism of factor α can be decided. 

Then we will give the application examples. 

 

Case 3  (common case)  pKB
k

,,2,1, �  is the fuzzy set of S, m is as 

follows: 
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Here, we define the evaluation of Ai is: 

 
KK

p

K

ii
mAEmAE  
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Where 0)(,1)(  
KKK

mBm  

Notes: Case 1 and Case 2 are the special situation of Case 3. Further, if  
K

SB  , 

the case 1 becomes a determined type; if B=S, the case 1 becomes a certain type; if

nKSB
KK

,,2,1},{ � ,  
KK

PBm  , the case 3 becomes a risky type. So the 

case 3 is the unified structure of this paper. If contains a serious of expression of the state 

space knowledge. 

4. Numerical Examples 

Example 1. Consider a decision-making problem in Table 2 

 

Table 2. Decision making example 1 

Alternatives 4321
SSSS

 

A1 

A2 

A3 

10    -15        5       20 

5        5        10      10 

0      10        15       0 
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Suppose the level optimism factor  
4321

,,,    = {0.25, 0.20, 0.30, 

0.25}, the actual definition is, to every program, the weight of the decision-makers is 

0.25, 0.20, 0.30 and 0.25. If the decision-maker only decide among the three programs, 

the corresponding optimism factor becomes 
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 = (0.33, 0.27, 0.40);  

if the decision-maker only decide among the two programs, the corresponding optimism 

factor becomes 
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 = (0.56, 0.44). 

In addition, the knowledge of decision-maker is “θ is m”, m(B) = 1,   0m , 

B is the fuzzy set of S, B=

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, now give the decision analysis. 
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The corresponding sets are as follows in Table 3: 

 

Table 3. Decision making Maxorder values 


 

Maxorder 
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1 ( )Q B
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Maxorder 
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2 ( )Q B  

Maxorder 
( )

3
( )Q B

  

�0, 0.2� �20, 10, 5, –15� �10, 10, 5, 5� �15, 10, 0, 0� 

�0.2, 0.5� �10, 5, –15� �10, 5, 5� �15, 10, 0� 

�0.5, 1.0� �10, –15� �5, 5� �10, 0� 

 

So,     dBMaxorderQmAE
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  = 5.0)1(3.0)35.1(2.075.4    =0.045 
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d}525.0530.01020.01025.0{
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0 

 

+  

5.0

2.0

}540.0527.01033.0{ d
 +

d}544.0556.0{(
1
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    = 5.053.065.62.025.7  =5.945 

         
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3 3
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+  
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+ 
d}044.01056.0{(
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= 5.06.53.065.72.075.5   =6.245 

Finally, the decision-maker should choose 3
A . 

Note: if ,1
1
  the other ,0

n
  at this point it corresponds to the optimistic decision; 

if ,1
1
   the other ,0

n
   Maxorder turns to be the increasing order and Minorder 

corresponds to the pessimistic decision. If '
1

  , '1
2

  , Maxorder turns to be the 

composition of binary group with the maximum and minimum, and it corresponds to the 

optimistic decision; if turning the decision matrix to the regret matrix , and let 1
1
  , 

the other ,0
n


 
increasing ordering , it corresponds to the regretted decision. If let 

n
i

1


(n=4, in this example), ni ,,2,1 � , it corresponds to the equal possibility decision. 

Example 2. The decision table is same as in example 1, but the knowledge of the 

decision-makers is following: Q is m,   7.0
1
Bm  ,   3.0

2
Bm  ,  

211
,SSB   , 

 
43212

,,, SSSSB  , the possibility when the evaluation of state by decision-makers is 

 
211

, SSB   at least 0.7. Others are all the same to example 1. 

Now, }15,0{)(
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BQ , }5,5{)(
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BQ , }10,0{)(
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BQ  

So we has the equation: 
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Among the above equations:   0,1)(
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Similarly, 

}20,5,15,10{)(
21

BQ , }10,10,5,5{)(
22

BQ , }0,15,10,0{)(
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So,   75.4)15(25.0530.01020.02025.0)/(
21

mAE  

         25.7525.0530.01020.01025.0)/(
22

mAE  

          
75.5025.0030.01020.01525.0)/(
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mAE

 

Among the above equations:   0,1)(
222

 mBm . So,  
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725.075.43.0)1(7.0)/(
1

mAE  

    675.525.73.057.0)/(
2

mAE  

    
645.575.53.056.07.0)/(

3
mAE

 

The decision-maker should choose the program 1
A . 

5. Conclusion 

The paper is based on the decision analysis method by Possibility and Evidence theory. 

The method puts the common three decision type under a framework. And it used the 

knowledge which the decision-makers easily express. This approach is the generalization 

of the existed methods and has the decision-making supporting function. 

The paper discussed the problem with discrete states and finite alternatives, which 

also can solve the infinite decision solutions through appropriate extension. Further, it is 

useful to extent the situation involving the multiple object decision-makings. 
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