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Abstract. The task of automatic user profiling (in particular, determining their psy-
chological parameters from their texts) in Social Networking Services (SNS) is of
great practical importance in many fields (PR and marketing, advertising, politics,
social relations and recommendations, etc.). However, this problems’ solution is
often complicated by the need to process large amounts of data and the inability
to explain the results achieved. Our article presents a new extensible fuzzy classi-
fication method for social media user profiling based on preliminary expert analy-
sis of the linguistic behavior of such users. The proposed method is akin to topic
modelling, but is not computationally expensive (so it can be used for large-scale
data / web text analysis) and produces results that are relatively easy to interpret.
Comparison with the other methods presented in literature also testifies in favor of
the approach. The profiling accuracy reaches 65-70% on a relatively small dataset
for such kind of studies.
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1. Introduction

Existing works on the user behavior profiling of social network services (SNS) are based
on the analysis of social, psychological and behavioral (social circle, likes, the amount
of time spent on the network, etc.) aspects (see [1,2]), while the linguistic component
of the communication process is not considered. We apply the approach of the unity
of behavior (including that determined by social and psychological characteristics) and
cognition that exists in the cognitive sciences [3,4]. With regard to our context, we can
talk about the relationship between the psychological characteristics of a person and the
parameters of his speech behavior in a social media. Confirmation of this hypothesis
would open up the possibility of auto-tagging content and profiling of Social Networking
Services users.

This formulation of the hypothesis poses the problem of analyzing text arrays con-
sisting of user-generated content from social media. The problem is solved by using
the information system of graphosemantic modeling “Semograph” [5] developed by the
team. The cornerstone of “Semograph” is a concept of semantic fields — sets of linguistic
units (words, phrases and even more compound constructions) with meanings that share
common semantic feature. Semantic fields can comprehensively describe textual and hy-
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pertextual content in terms of semantics, syntax, graphics (for example, the use of special
punctuation or emoticons), stylistics (for example, message genres 2), etc. This complex
description makes it possible to use the sets of semantic fields as the representations of
contexts that have been marked up with these fields.

In this work, our task was to implement methods for determining the psychological
parameters of a person based on the expert analysis > of their speech behavior in social
media performed in the IS “Semograph”. This article is a continuation of our research [6,
7] and presents the methods we used to solve this problem for users of Russian Social
Networking Services.

The theoretical significance of the study lies in determining the dependencies be-
tween non-speech and speech parameters of behavior on the one hand, and behavior and
cognition on the other, which, ultimately, can be used for automatic content tagging and
user profiling of social media services.

From the practical standpoint, the distinctive features of the proposed method are
low computational cost and the inherent explainability coming from its linguistic nature.

2. Related Work

A review of works on the problem of studying SNS indicates that several main method-
ological approaches to the study of the personality of social media users are formed
in linguo-personolology [8]. The following main groups of approaches can be distin-
guished:

* Building a set of user characteristics based on thematic and psycholinguistic dic-
tionaries (LIWC [9], MRC [10]) [11]. However, such kind of dictionaries in the
open access for the Russian language is almost non-existent — there is Russian
LIWC spin-off, but it is far from being as complete as the English one.

 Selecting behavioral characteristics as parameters for the profiling models, such
as “likes” under images of certain brands, friendship connections, geotags in pho-
tos [12]. But such data is usually quite difficult to extract from a social media
sources and it usually requires heavy preprocessing.

¢ Building the parameters of a user profiling model directly from texts using ma-
chine learning — for example, using neural networks together with Word2Vec vec-
tors [13]. Here, a serious drawback is the absence of an explanatory component —
it’s not possible to understand why the algorithm has made this or that particular
decision.

In this paper, we propose our own solution to the profiling problem based on the
study of the users’ speech behavior in social media. We hypothesize that the psychologi-
cal and social characteristics of a person are reflected in the vocabulary and semantics of
the texts produced by that person. Based on this hypothesis, we propose a method that is
similar in concept to the group of thematic modeling methods.

In order to reuse results of our previous work, we split the task into two closely
related parts:

2Here, we understand a genre as a type of text that is being distinguished on the basis of an intention
embedded in it. For example, gratitude, accusation, advice, request, etc.

3We rely on expert analysis here, but we're already on our way to develop automated semantic field extrac-
tion methods. However, this topic is outside the scope of the paper.
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* Building a linguistic portrait of a user by identifying genres and semantic fields in
their unlabeled texts

* Determining psychological parameters of the user based on the identified linguis-
tic characteristics

This paper presents the methods used for the second part of the task.
In addition, we compared our method to the deep learning model proposed in [13]
as some kind of baseline in order to test the quality of the proposed approach against it.

3. Proposed Solution
3.1. Dataset

The dataset consists of approximately 18,000 comments of 298 Russian social media
users from the same SNS who were pre-surveyed to determine their psychological traits
according to the Big Five model. All the users gave an informed consent for their data
to be used in this research. The BFI characteristics were originally presented as floating
point numbers according to the test scale, but for the purpose of our work and due to the
relatively small sample size they were reduced to a binary (indicator) form using simple
threshold cutoff. This also enables us to facilitate comparison with other studies, as they
also tend to use binary form for the Big Five (BFI) traits levels.

The dataset structure is given in the Table 1.

“+” and “-” in the first column mean high and low BFI trait level respectively. Num-
bers represent the count of users with the specified level of the particular trait. The labels
“bfia”, “bfic”, “bfio”, “bfin” and “bfie” is a codification given for such traits as agree-
ableness, conscientiousness, openness to experience, neuroticism and extraversion and
represents BFI personality traits in the exact same order.

bfia bfic bfio bfin bfie
+ | 153 129 165 149 133
- 145 169 133 149 165

Table 1. Dataset structure

Text data (user comments) was preprocessed with the state-of-the-art natural lan-
guage processing pipeline which included the TweeterTokenizer from the NLTK Python
package [14] and our own dictionary-based normalizer trained on OpenCorpora.org
dataset (https://opencorpora.org/).

3.2. Genres and Semantic Field Detection in User Texts

The detection of semantic fields and genres in user comments was performed by experts
manually in the “Semograph” system. In total, 40 different genres and about 60 semantic

fields (such as “question”, “aggression”, “jargon”, “poetism”, “common language”, “foul
language”, etc) were identified in user texts.
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3.3. BFI Detection based on Genres and Semantic Fields

At this step, we performed BFI detection for users based on their linguistic behavior.

We started with two matrices. The first one, which we call CF, represents the relation
between all comments of all users and their corresponding semantic fields. This matrix
was constructed from the data manually labeled by experts in the “Semograph” system.
Each element CFy, in it represents the number of occurrences of the specific semantic
field f taken from all the fields F in the specific comment ¢ taken from all the comments
C. The second matrix, UB, represents each users’ BFI levels calculated according to BFI
test. It’s elements U B;,, are real-valued numbers that show level of BFI trait ¢ taken from
the list of all traits T of the user u from the list of all users U.

First, we converted our real-valued matrix UB into a matrix of indicators / based on
the mean value of each parameter:

Lu=UBy, > (UBu)yuey,Vu € UNt €T (1)

Thus, the matrix / element i, represents the indicator (0 or 1) for high level of BFI
trait € T for the useru € U.

Next, user semantic profile S was constructed based on comments-fields matrix CF
by averaging number of occurrences of semantic fields between comments of the same
user:

Sfu = (CUfC)CGCqu S U,Vf el (2)

where C, denotes a list of the comments from the user u.

These values were normalized among the columns (per-user) to clamp the sum to 1,
thus semantic profile matrix S can be viewed as a probability matrix representing the
chance of encountering a specific semantic field f € F' in the users’ u € U comments.

At the last step, we combined S and / to get matrix B which effectively represents
the probability of a highly accented BFI trait based on semantic fields’ counts:

By=Y SpluNfeFNteT 3)
YueU

This matrix B was then used to calculate BFI levels on the test dataset. The process
for this follows the same math as above, but as a last step we multiply elements of users’
semantic profile matrix ' by B to get an I, the matrix that show the users’ BFI trait level:

B,=Y S;ByNYueUVteT @
VfeF

We should note here that while an original / matrix built on the train set is a binary
indicator matrix, the resulting I’ for the test set is real-valued and, in effect, a probability
matrix. That makes our classifier fuzzy and allows us to make more flexible evaluation
of the results.

Initial testing revealed the need to reduce the number of semantic fields used to de-
termine the level of a specific BFI indicator, in particular to reduce computational costs.
For this purpose, the selection of the set of semantic fields F, showing the best results,
was carried out using a genetic algorithm. A minimum of the F1 metric among 3 exper-
iments on a random test sample was used as a fitness function. The genes in the chro-
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mosomes encoded the presence / absence of a specific semantic field. As a result, each
separate psychological trait was matched with its own set of 25-35 language parameters
that are relevant for the speech of each user.

Figure 1 displays the experiments’ pipeline in the IDEF0 notation.

p=07

U; 2 .
Se,;‘fum;?;: g Comments with Matrix (user,

(~18000) selected features feature) st data BF estimation Test score

Gather data H Select features HBU'M ';.':g{'ﬂfiat”m I-IITrain/(esl split »  Estimate BFI H Score estimation H Analyzing
Train data Matrix (BFI, feature)

Build BFI-feature
matrix

Pandas | |Geneli: algorithm ‘

Figure 1. BFI detection pipeline.
The results of this stage of the experiment are shown in the Table 2.
3.4. BFI Detection with Deep Learning

An interesting model based on convolutional neural networks was proposed in [13].
That model solves the problem of user comment-based profiling using word2vec, MRC
and LIWC. We decided to compare this model with the one we proposed. However,
we were unable to directly use the code provided in our environment, so we imple-
mented the model from scratch according to the described architecture using Keras [15],
NumPy [16], Gensim [17], Theano [18] and TensorFlow [19] libraries. The LIWC Rus-
sian dictionary was also used.
Figure 2 shows a model of the experiment, also in the IDEFO0 notation.

User comments User comments

with fields with fields o
(~18000) (~18000) Test data BFI estimation Test score

L
Gather data Hndd more features '—IlTrair\ftest split Estimate BFI H Score estimation '—.l Analyzing

Train data NN model
Create model

LiwcC CNN

Figure 2. Experiment to identify BFI using a neural network

The results of this experiment are summarised in the Table 2.
3.5. Results

Table 2 shows the results of computational experiments as a F1-scores for each exper-
iment (rows) and BFI traits (columns). CNN (E) — best original work results [13] for
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bfia ~ bfic bfio bfin  bfie
CNN (E) 0.56 0.57 062 059 0.58
CNN (R) 044 045 032 050 0.50
Our method | 0.69 0.65 061 0.70 0.59

Table 2. Experiments’ results, F1-score

English are taken as a baseline. CNN (R) — our implementation on our Russian dataset.
Best results are highlighted.

We can see that in most cases our lingosemantic model scored even higher on Rus-
sian than original CNN on English, tailing close in the “bfio” case. Original CNN model
performs quite low on the Russian language; perhaps some adjustments and tweaks may
be of help here.

4. Conclusion

The detection of BFI parameters of social media users, as we have shown, can rely on
linguistic analysis of speech behavior. Usage of a genetic algorithm for the selection
of significant semantic fields for each psychological trait allowed to eliminate insignifi-
cant semantic fields for each psychological trait and significantly improved the profiling
model with the BFI detection accuracy reaching 70%. Thus we can say that the presented
approach to identifying the psychological parameters of social network users through a
preliminary determination of their language behavior gives good results compared to the
approaches proposed in the literature.

Overall, it can be concluded that the initial hypothesis about the influence of per-
sons’ psychological parameters on his linguistic behavior is proven to be correct, and
the method can be used to efficiently build digital representations of SNS users, mark
content and calculate optimal patterns of content movement in social media.

5. Future Work

The proposed method offers a wide scope for improvement. The next important step is
to move from expert analysis in the data preparation procedure to an automated semantic
field annotation methods. In the second stage of the algorithms, instead of using simple
probability matrix, it is quite possible to use some more advanced algorithms. It is also
possible to expand the list of the fields themselves, as well as apply boosting at the first
stage to increase the volume of the training set by the comments of users who did not ex-
plicitly pass the psychological survey but gave an informed consent about participation.
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