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Abstract. Excess weight and obesity are indicators of an unhealthy or harmful
accumulation of fat that can be dangerous to health. Body mass index (BMI) refers
to height-to-weight radio and is often used to identify overweight and obesity in
adults. Although BMI is commonly used to diagnose obesity and overweight, it
is ineffective in differentiating between high muscle mass and elevated body fat
mass. Body fat percentage (BF%) is one of the best predictors of obesity because it
quantifies adipose tissue. The Deurenberg equation is among the indirect methods
to measure BF%; it uses BMI, age, and sex as parameters to calculate the BF%.
Machine learning techniques demonstrated to be a good classifier of overweight,
obesity, and diseases related to insulin resistance and metabolic syndrome. This
study intends to evaluate anthropometric parameters as classifiers of BF% alteration
using support vector machines and the Deurenberg equation for BF% estimation.
The database used consisted of 1978 individuals with 24 different anthropometric
measurements. The results suggest the SVM as a suitable technique for classifying
individuals with normal and abnormal BF% values. Accuracy, F1 score, PPV, NPV,
and sensitivity were above 0.8. Besides, the specificity value is below 0.7, which
indicates that false positives may occur. As future work, this research intends to
apply neural networks as a classification technique.

Keywords. Support vector machine, anthropometric measurements, fat body
percentage, Monte Carlo cross validation

1. Introduction

Being overweight and obese are indicators of unhealthy or excessive fat accumulation on
the body with the potential to be harmful to health [1]. Body mass index (BMI) is a simple
measure of the height-to-weight ratio, commonly used to identify overweight and obesity
among adults [2]. Although BMI is usually used to diagnose obesity and overweight,
it has the disadvantage of not differentiating between high fat and lean mass [3]. Since
those downsides with BMI, two classifications of obesity are reported in the literature,
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the first classification is individuals with high body fat mass but the normal metabolic
response, and the second classification endorse individuals that suffer from metabolic
obesity with normal weight (MONW) [4,5]. The persons that are MONW have high
cardiovascular and metabolic risk factors similar to individuals with abnormal BMI [6,7].

The body fat percentage (BF%) is the indicator that best predicts obesity due it can
quantify tissue adipose [8]. Several direct methods measure BF%, including densitom-
etry, dual-energy x-ray absorptiometry, bioelectrical impedance analysis, near-infrared
reactance, dual-energy x-ray absorptiometry and magnetic resonance imaging. However,
they are unsuitable for epidemiological studies since they are expensive, require special-
ized equipment and skilled professionals [9]. Some indirect methods to measure BF%
use BMI, age, and sex as parameters to calculate the BF% applying the Deurenberg [10],
Gallagher [11] and Jackson-Pollock [12] equations. There are high correlations between
BF% and anthropometric measurements, among them the hip circumference, waist-to-
height ratio, and the abdominal circumference [13]. Further, the SIRI equation calcu-
lates the BF% from the skin folds [14]. These studies have all determined an appropriate
relationship between measurements of these anthropometric values and BF%.

There is no consensus regarding the cut-off points of BF% because there is no sta-
tistically representative database [15]. Some researches proposed 25% for men and 30%
for women as a BF% cut off point [8,16]. Other researches suggest that age is a relevant
factor to consider in the cut-off point establishment [17,18,19]. In this work, a spectral
cut-off point was considered, including sex and age.

Machine learning techniques have been used to classify overweight, obesity, insulin
resistance and metabolic syndrome [20,21]. Some studies have used support vector ma-
chines (SVM) and decision tree to differentiate individuals with and without metabolic
syndrome from variables as waist circumference, waist to height ratio, body mass in-
dex, among others [20,22]. The k-means algorithm has also been used to detect individ-
uals with insulin resistance and overweight using as variables waist and hip circumfer-
ences [21,23].

This study aims to assess the anthropometric variables as a classifier of impaired
BF%. A database used consisted of 1978 individuals with 24 anthropometrics mea-
sures(weight, height, body circumferences, and body skinfolds). The SVM method eval-
uates the predictive ability of anthropometric measure variables. The next section de-
scribes the methodology. The results, and discussion are explained in sections 3 and 4.
Finally, section 5 presents the conclusions and proposals for future work.

2. Methodology
2.1. Database

The Nutritional Evaluation Laboratory of the Simé6n Bolivar University collected dur-
ing the period from 2004 to 2012 [24] the database used in this work. It counted with
1978 participants, of which 678 are men and the rest women. The implemented pro-
tocol performed 24 anthropometric measurements in each volunteer, including height,
weight, body circumferences, and body folds. Additionally, the BF% is calculated using
Deurenberg’s equation. Deurenberg’s equation, as can be seen in equation (1), uses BMI,
age, and sex as variables. The sex variable is equal to one for men and equal to zero for
women.
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BF% = 1.20 BMI —10.8 sex —0.23 age — 5.4 @))]

The clinical protocol implemented in the database followed the ethical standards of the
Declaration of Helsinki of 1964 and the ethical standards of the ethical committee of
the Simén Bolivar University. All participants accepted the conditions of the study by
signing informed consent. Table 1 shows the average and standard deviation of anthro-
pometric variables of the subjects with normal and altered BF%.

2.2. Classifier Metrics

For the detection of altered levels of BF%, 24 anthropometric measurements were used,
weight and height were excluded since they are variables of the Deurenberg equa-
tion. The true positives (TP), false positives (FP), true negatives (TN), and false nega-
tives (FN) were measured. It visualizes the classification discrepancies in the classifier
model [25]. The accuracy (ACC), specificity (SPE), sensitivity (SEN), positive predictive
value (PPV), negative predictive value (NPV), and F1 score (F1) were calculated using
the equations (2), (3), (4), (5), (6), and (7) respectively.

TP+TN TP
ACC = (TP+(FP+TN3LFN) 2 SEN= (TP+FN) (€)
TN TP
SPE=tmery D PPV =g )
_ __~ (PPV) (SEN)
NPV = rairmy ©) F1=2Gprgny D

2.3. Implementation of the support vector machine method

The classification-regression method SVM is a classification method used for binary,
multiple classifications, and classification-regression problems. SVM has proven to be
considered among the best classifiers over a wide range of scenarios, making it one of
the benchmarks in both statistical learning and machine learning fields [26].

Support Vector Machine is based on the Maximal Margin Classifier, which turns on
the hyperplane concept. In this work, the SVM method allows classifying individuals
with normal and abnormal BF% values. For this purpose, a Monte Carlo Cross-Validation
(MCCV) [27], and a Gaussian kernel [28] were used. Figure 1 shows the procedure
applied in this work. The database was randomly (with a uniform probability) divided
80% for training with SVM and the remaining 20% to test the trained SVM and calculate
the metrics. The process was performed 100 times, and the metrics were calculated in
each iteration and then averaged.

2.4. Statistical tests

For the statistical analysis, the Mann-Whitney U test was used, since it was assumed
that the samples are not paired and have a different distribution than the normal, and a
p-value of less than 5% was considered statistically significant [29]. The Tables 1 and 2
are presented as mean and standard deviation values (mean =+ standard deviation).
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Table 1. Anthropometric parameters for individuals with normal and abnormal BF%.

Anthropometric parameter Normal BF% (n=1037) | Impaired BF% (n=941)

Agelyears]? 24.678+13.832 71.358+18.386
Weigth[Kg]* 56.064+9.348 62.243+12.867
Heigth[cm]* 162.278+8.699 156.614+9.802

Right arm circumference [cm]* 25.8204+2.817 27.9314+4.023
Left arm circumference[cm]¢ 25.694+2.802 27.749+4.066
Right flexed arm circumference [cm]* 26.828+3.026 28.543+4.063
Left flexed arm circumference [cm]“¢ 26.576+3.339 28.245+4.093

Waist circumference [cm]“

71.119+£7.571

88.127+11.557

Hip circumference [cm]*

91.763+£6.339

95.235+10.105

Right thigh circumference [cm]*

44.947+3.321

45.629+5.950

Left thigh circumference [cm]*

44.431+£3.403

45.447+5.873

Right calf circumference [cm]¢

33.58242.938

33.1984+4.053

Left calf circumference [cm]¢

33.5494+3.070

33.089+4.063

Right triceps fold [mm]* 13.656+5.186 14.953+6.747
Left triceps fold [mm] 13.4714+5.129 14.87246.636
Right subscapular fold [mm]* 12.920+4.569 17.293+7.510
Left subscapular fold [mm]* 13.031+4.585 17.472+7.426
Right suprailiac fold [mm]* 12.148+5.424 18.229+7.725
Left suprailiac fold [mm]* 12.198+5.456 18.230+7.663

Right abdominal fold [mm]“

22.034+5.927

25.393+8.917

Left abdominal fold [mm]¢

22.805+6.033

25.318+9.048

Right thigh fold [mm]*

19.77045.847

20.887+9.452

Left thigh fold [mm]*

20.530+£5.917

21.047+£9.532

Right calf fold [mm]*

13.184+5.429

15.54447.832

Left calf fold [mm]*

13.591+£5.468

15.891+£7.816

BMI[Kg/m?]°

21.211+£2.551

25.319+4.460

BF%“

22.667+5.901

36.988+8.609

“Statistically significant difference (p-value < 0.05).

Table 2. Metrics of the support vector machine classification and Monte Carlo Cross Validation.

Metrics BF%
Sensibility | 0.965+0.012
Specificity | 0.679+0.044
Accuracy | 0.897+0.015
F1 Score 0.9354+0.010

NPV 0.855+0.043
PPV 0.907+0.016

3. Results

Table 1 presents the anthropometric values of control individuals and individuals with
impaired BF%. The database includes 1978 individuals, 52.43% belongs to the control
group, and 47.57% endures impaired BF%. The classification was performed according
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100 iterations.
The average of ACC, SEN,
1+ SPE, F1, PPV and NPV of all
iterations are the final metrics

T of the classifier.

Database
1978 subjects ,|, l
_— — Trained
k__/ ' ™ Support Vector
\-.,_,_7 o 7__7_,_,.7-"/ Machine
Rggdun)dszeie_cl‘:ixzfl wi;h Training } Test
uniform distribution for " o
training and test data, 80% 20%
S ) 4
The support vector The trained support vector machine
machine is trained for for classification of impaired BF%
classification of is tested with the 20% of the
impaired BF% with database, and the metrics are
the 80% of the calculated (ACC, SEN, SPE, F1,
database. PPV and NPV ).

Figure 1. General methodology schematics for support vector machine classification.

to [11,18,17], whereby the cut-off point of the impaired BF% established for women
between 20 and 39 years old is above 32%, for women between 40 and 59 years old 34%,
and women over 60 years old 35%. On the other hand, the cut-off point of the impaired
BF% in men between 20 and 39 years old is above 20%, men between 40 and 59 years
old 22%, and men over 60 years old 23%. Table 2 reports the results of the training with
the SVM using the 26 anthropometrics parameters displaying the average of sensitivity,
specificity, accuracy, F1 score, negative, and positive predictive values performed 100
times.

4. Discussion

Table 1 shows features of subjects with normal and abnormal BF% values. Significant
differences were found between groups in all anthropometric variables. Individuals with
abnormal values of BF% have higher values of circumferences and folds than subjects
with normal values of BF%. This finding corroborates studies that suggest that individu-
als with a high BF% have a thicker adipose pad than subjects with normal BF% [30,31].
Additionally, the average BMI of the individuals with abnormal BF% values suggests
that they are overweight since it exceeds 25 Kg/m?.

Furthermore, the waist circumference levels are normal for individuals with normal
BF% values but are above 88 cm for individuals with abnormal BF% values. This finding
could indicate that individuals with abnormal BF% values have a high accumulation of
adipose tissue at the waist, which can be also observed in the abdominal fold, which is
significantly higher in individuals with abnormal BF% than in individuals with normal
BF% [32].

Table 2 shows the metrics of the SVM evaluation as a classifier of individuals with
abnormal BF%. Almost all the metrics are above 0.8. The database used has approxi-
mately the same percentage of individuals with normal and abnormal BF%, suggesting
that the accuracy is a valid metric to assess the capability of the methods to classify
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individuals with abnormal BF%. In this case, the capacity of the classifier method of
classifying this metabolic dysfunction is high with an accuracy above 0.89 [33].

Moreover, the probabilities of obtaining a correct classification with individuals with
normal and abnormal BF% values are high. Since the NPV, PPV, and F1 score values are
above 0.85. The sensitivity value obtained above 0.96, indicates a false-negative rate of
about 4%, which is low, and it is convenient for the classifier. Furthermore, specificity
was the lowest metric value (< 0.7), indicating a high false-positive rate. Therefore,
individuals with normal BF values may be classified as individuals with abnormal BF%
values [34].

In other studies, automatic learning techniques have been used to detect other dys-
functions directly related to altered BF% levels. Farzaneh et. al. [20] used decision trees
to determine alterations such as metabolic syndrome, obtaining a lower accuracy than
the results obtained in this research (0.739 vs. 0.897), suggesting that SVM is the most
suitable technique for detecting metabolic dysfunctions related to body composition than
decision trees. Seyed-Taghi et. al. [35] used neural networks to classify obesity, obtaining
sensitivity values lower than the sensitivity values found in this investigation (0.965 vs.
0.819). In contrast, the specificity values found in [35] are better than the values of speci-
ficity values found in this study (0.837 vs. 0.679), suggesting that the neural network
technique should be used as future work.

5. Conclusion

In this research, a supervised machine learning technique (Support Vector Machine) was
applied, and as a validation method, the Monte Carlo cross-validation technique was
used. The results indicate that SVM was a reliable technique for classifying individu-
als based on body fat percentage (BF%), with an accuracy, F1 score, PPV, NPV, and
sensitivity of more than 0.8.

Notwithstanding, the specificity value is less than 0.7, indicating that false posi-
tives may occur, this does not affect the classifier, considering that false negatives are
the events to avoid. Further work will include the application of neural networks as a
classification technique.
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