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Abstract. A hierarchical multiprocessor system designed to control complex 

production facilities is investigated. It is shown that distributed computing in such 

systems is performed at the strategic, tactical and functional-logical levels. Since 
the control process unfolds in real physical time, in which both digital controllers 

and a control computer operate, when developing software for such systems, the 

problem of estimating the time complexity of control algorithms arises. A matrix 
equation is obtained that describes a closed multi-loop control system, in which 

data asymmetry and pure delays are taken into account. It is shown that time 

delays worsen the characteristics of transient processes during the transition of an 
object to a steady state of operation. A method for soft estimation of time 

complexity is developed, based on the sequential simplification of the semi-

Markov process, represented by the algorithm, with recalculation of its time 
characteristics at each step. It is shown that the method allows one to estimate both 

data distortions and delays in the feedback loops. 

Keywords. Von Neumann controller, multiprocessing, hierarchical level, semi-
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1. Introduction 

The complexity of the tasks performed implies the complexity of the structure of the 

technical means and the digital control system, which is expediently divided into 

hierarchical levels; strategic, tactical and functional-logical, each of which solves its 

own range of tasks [1-4]. At the top, strategic, hierarchical level, the tasks of deep 

production planning are solved, therefore, artificial intelligence or computer methods 

are used to make decisions at this level. In accordance with the plan, a sequence of 

tasks is formed, which are fed to the tactical level computer. A middle-level computer, 

having received a plan from a strategic computer, divides the general problem into 

tasks that go to the functional-logical level, where feedbacks are closed in fact through 

the actuators, the controlled object and sensors. If the computer division into strategic 

and tactical levels can be carried out virtually (depending on the complexity of the 

planning algorithm), then the division into tactical and functional-logical levels, as a 

rule, is hardware. This is determined by the properties of von Neumann controllers, 

which interpret control algorithms sequentially, operator by operator, which unfolds in 

real physical time [5]. Thus, the digital controller, in addition to the algorithmic 
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implementation of the control law, contributes to delays in the control process, which, 

in turn, affects the quality characteristics of the control system as a whole [6 - 9]. In 

addition to the control loop, the scheduling problem only exacerbates the problem of 

time delays, degrades performance and can lead to a loss of system stability. To 

simulate time delays, one can use the apparatus of the semi-Markov process [10 - 14], 

since each control algorithm processes random data generated at the outputs of the 

sensors and includes decision-making operators at branch points, therefore, when 

interpreting the operator, the operation execution intervals are random. 

2. Configuration of the hierarchical multiprocessor control system 

Structure of hierarchical multiprocessor control system is shown on the figure. 1 [4]. 
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Figure. 1. Flowchart of hierarchical multiprocessor control system 

 

On the flowchart strategy-tactics level is performed by organizing computer, 

whose destination is generating global aim of industry control system functioning, to 

dividing global problem onto local tasks and managing by controllers while solving 

assigned tasks. Every of N digital controllers, forming the functional-logical level, is 

included into � �nk , Nn ��1  control loops, every of which, in turn, includes actuator, 

which provides proper action on a production installation, part of common 

technological process and sensor, which measures production process state. Object 

under control, actuated by control vectors � � � � � � � � � � � � � �� ��tvtvtvt nKnknn ...,,...,,1�v , 

where � is matrix transpose sign, t is the time, which, in turn, is transformed from 

vector � � � � � � � � � � � � � �� ��tututut nKnknn ...,,...,,1�u , calculated by the n-th controller, is 

characterized with state vector � � � �� � � �� � � �� �� ��txtxtxt nKnknn ...,,...,,1�x , whose 

elements values are measured by sensors, which transform � �tnx  to feedback vector 

� � � � � � � � � � � � � �� ��txtxtxt nKnnknnnn ,,0,,,01,,,0,0 ...,,...,,�x . The reference signal vector 

� � � � � � � � � � � � � �� ��tftftft nKnknn ...,,...,,1�f  is transmitted to n-th controller from 
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organizing computer. Organizing computer generates quests on the functional-logical 

level controllers by means of polling procedure, so algorithm, generated quests, is the 

cyclic one. Algorithms, realized in controllers, also are cyclic, they generate quests 

both to peripherals (sensors/actuators), and to organizing computer.  

3. Estimation of time intervals between transactions 

 

Performance of hierarchical multiprocessor control system highly depends of time 

intervals between transactions generated by the Von Neumann computer, for estimation 

of which model of polling procedure, unfolding in time, should be worked out [14 - 16]. 

Data in digital controller are processed according algorithms, which may be described 

as the 
� �1	N

-parallel semi-Markov process  

� � � � � � � �
 �tttt Nn ����� ...,,...,,,~
10� ,                                                                  (1) 

where � �t0�  describes organizing computer operation; � �tn�  describes operation of n-

th, Nn ��1 , controller;  

� �
 �tA nnn h,�� ;                                                                                                 (2) 

� � � � � �
 �nJnjnn aaaA ...,,...,,1�  are states of semi-Markov process � �tn� , which 

simulate algorithm’s operators; � � � � � � � �� �nlnjnnn htt ,�
� pgh  is the � � � �nJnJ �  semi-

Markov matrix;  � � � � � �� �� �tgt nlnjn ,�g  is the � � � �nJnJ �  matrix of pure time densities; 

� � � �� �nlnjn p ,�p  is the � � � �nJnJ �  stochastic matrix. 

With use methods, described in [15 - 17] on the semi-Markov process time delays 

between transactions may be obtained. Time delays are laid down at the stage of soft 

design, so, when simulation of the system it is necessary to forecast performance of the 

system, when at the digital controller such-and-such algorithm is realized with such-

and-such time delays between transactions.  

Let us consider n-th part of industrial object under managing of n-th digital 

controller. For simplification of analytical simulation it as more conveniently use 

instead description signal vectors � �tnv , � �tnu , � �tnx , � �tn,0x , � �tnf  their Laplace 

transforms are used, such as: 

� � � �� �tLs nn vV � , � � � �� �tLs nn uU � , � � � �� �tLs nn xX � , 

� � � �� �tLsX nn ,0,0 x� , � � � �� �tLs nn fF � ,                                                                (3) 

where � �...L  is the direct Laplace transform operation, s is the Laplace variable 

(differentiation operator) [18 - 20]. 

Input of vectors � �snF  and � �sn 0,X  elements and output of vector � �sUn  

elements are executed in sequence, so in Von Neumann controller there are time 

intervals between transactions. Delays can be considered as abstract ones, without link 

with any time co-ordinate system. On the controller/object-under-control interface data 

are inputted/outputted with delays, nominated as follows: 

� �sF kn,  is inputted with the lag kfn ,,� , Kk ��1 ; 

� �sX kn ,0,  is inputted with the lag kn ,0,� , Kk ��1 ; 
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� �sUk  is outputted with the lag kun ,,� , Kk ��1 . 

Such approach permits to express operation of the linear system through transfer 

function apparatus. Fully closed loops system is described with matrix equation  

[2, 3] 

� � � � � � � �� � � � � � � �sssssss ncfnfnnnunn FΦNΦEΦNX ���	���
�

,,,

1

,
~

,                  (4) 

in which � �sun,N  and � �sfn,N  are � � � �nKnK �  diagonal matrices, describing data 

skews  when transmitting data from digital controller to actuator and from reference 

signal vector to actuator; � �snΦ  is the matrix of transfer functions, describing n-th part 

of object under control; E is the � � � �nKnK �  unit diagonal matrix; � �scn ,0,Φ  and 

� �scfn ,,Φ  are � � � �nKnK �  matrices of transfer functions, describing data processing 

by digital controller soft; � �snΦ~  is the � � � �nKnK �  matrix of transfer functions, 

describing n-th part of object under control with data lags caused by sequential 

interpretation of control algorithm operators by Von Neumann type controller.  

Matrices, describing delays in the system are as follows [18 - 20]: 
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where kfn ,.�  is the lag of appearance of k-th digital data � � � �tf nk  relative to its 

continual counterparts; kn ,0,�  is the lag of appearance of k-th digital data � � � �tx nkn ,,,0  

relative to its continual counterparts; kun ,,�  is the lag of appearance of k-th analogue 

data � � � �tu nk  relative to its digital counterparts. 

Matrix � �snΦ~  describes object under control from interface controller/actuator till 

interface feedback/controller and is as follows:  

� � � � � � � � � � � �ssssss nnnanunn 0,0,,,
~ NΦΦΦNΦ ����� ,                                             (8) 
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where � � � � � �� �� �ss nlnkanan ,,,, ΦΦ �  and � � � �� � � � � �� �� �ss nlnkannlnkn ,,,,,0, ΦΦ �  are 

� � � �nKnK �  diagonal matrices, describing actuators and sensors correspondingly, 

elements of which are as follows: 

� � � � � �
� � � � � � � �

� � � ��
�
�

�

��
��

.when,0

;when,,,
,,, nlnk

nlnks
s nkan

nlnkan                                               (9) 

� � � � � �
� � � � � � � �

� � � ��
�
�

�

��
��

.when,0

;when,,0,
,,0, nlnk

nlnks
s nkn

nlnkn                                              (10) 

As it follows from (4) complex exponent, characterizing delays are available both 

at the numerator, and at the denominator of closed loop transfer function. Those 

exponents, which are situated at numerator, born data skew at the control system, and 

insignificantly affect on the result of control on the functional-logical level, but may 

substantially affect on the performance of the Strategy-tactics level of the system. 

Those exponents, which are situated at denominator of closed loop transfer function 

directly influence at the quality characteristics of control, such as transient time, 

overshooting, and stability.  

As for a simulation of strategy-tactics level, approach to modeling highly depends 

on the on the problems, solving by organizing computer. If it fully controls the 

operation of object through digital controllers, to simulation of it method, described 

above may be applied. If its function is the supervision of the process, then theory of 

relay-races may be used for it simulation [21]. 

4. Example 

As an example, control of object with cross links, shown on the fig. 2, was considered. 

Feedback signals in the system are generated with inertia-less sensors, which measures 

state vector � � � � � �� ��sXsXs 21 ,�X . In the system proportional unit feedback is 

realized, namely � � � � � �sss XFU �� .  
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Figure. 2. Object under control 

 

Transfer functions, defining object under control dynamics, are as follows: 

� � � �
13,002,0

5

22211
		

����
ss

ss ; � � � �
115,0

1
2112 	

����
s

ss . 

System responses on standard control action � � � � � �� �� ��,15,0,11 ttLs ���F , where � �t1  

is the Heaviside function, are shown on the figure 3: 

L.E. Vasilevich et al. / Hierarchical Digital Control System Performance74



Figure 3 a displays plots, when controller is the analogue one, and there are no 

delays at all, the closed loop system is stable, its overshooting does not exceed 15%,  

the regulation time is less than 1 s.; 

Figure 3 b displays plots, when dispatching is carried out by organizing computer, 

delays of signals   are equal to 0,01 s, delays of signals   are equal to 0,015 s, data skew 

is absent. In this case overshooting increases till 25%, regulation time increases till 2 s., 

and it is necessary to complicate control algorithm to return to parameters, shown on 

the figure. 3 a. 

Figure 3 c displays plots, when delays are similar with delays on the figure. 3 b, but 

at the sacrifice of data skew, being equal to 0,01 s, on the plot of  x2 drawdown 

emerging. That is additional destabilizing factor, which should be avoided with the 

control algorithm. 

Figure 3 d displays plots, when control algorithm is realized on a single controller. 

In this case delays increase till 0,015 and 0,02 s, respectively, and system is on the 

border of stability. 
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Figure. 3. Reaction of the system on the Heaviside function 

5. Conclusion 

As a result, a simple engineering method for estimating temporal characteristics is 

proposed. It is shown, that system hierarchical configuration permits to unload 

controllers from dispatching functions. It also reduces control loop latency and 

improves system performance. Using by designers the formula of closed loop system 

transfer function and the simplified method of time intervals estimation permit to 

forecast system properties on the configuration system working out stage. From this it 

follows that the time for preliminary debugging of the system will be reduced. 

Further investigations in the domain may be directed to working out the model of 

interaction between organizing computer and controllers in time domain and methods. 

Second direction of investigation development is forming a genetic algorithm, which 

ensures guaranteed predetermined hierarchical digital control system performance. The 

reported study was funded by RFBR, project number 19-38-90066. 
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