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Abstract. Reviews have been commonly used to alleviate the sparsity problem
in recommender systems, which has significantly improved the recommender per-
formance. The review-based recommender systems can extract users features and
items from review texts. The existing models such as D-Attn and NARRE employ
convolutional neural networks and a coarse-grained attention mechanism to code
reviews that have been embedded using the static word embedding, ignoring the
long distance text information and lacks interpretability. To overcome these prob-
lems, this paper proposes the DNRDR (Dual-feature Neural Recommender with
Dual-attention using Reviews) model, which can extract dual features of review
text and can also enhance the interpretability using the word-level and review-level
attention mechanisms. The proposed model is verified by experiments and com-
pared with the state-of-the-art models. Besides, the dual-level attention mechanism
can be visualized to improve interpretability.
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1. Introduction

As an effective method to alleviate information sparsity in the e-commerce field, rec-
ommender systems enable consumers to find their interested information. Collaborative
filtering technology that can find out users’ preferences and accordingly predicts prod-
ucts that users may like using the mining of users’ historical behavior has been the most
widely used recommendation algorithm currently [1, 2, 3, 4, 5, 6]. However, it is difficult
to produce reliable recommendations for users with few ratings [7]. In addition, contex-
tual information cannot be clearly reflected in the rating matrix. These problems can be
solved using textual reviews [8]. Specifically, users will explain the reason for his rating
directly, and then, based on the review text, the corresponding recommendation is given.
The existing review-based recommender systems have been using neural networks to ex-
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tract features, achieving good recommendation results [7, 9, 10]. It should be mentioned
that although CNNs(Convolutional Neural Networks) have the ability of local semantic
feature extraction, the fixed length of convolution kernels limits the extraction perfor-
mance of the word order and contextual connection, which could easily result in an un-
derstanding deviation of review texts. Furthermore, although CNNs have been proven to
be effective in decreasing prediction error, learned filters in a convolutional layer provide
little help in interpreting the features of users or items. Attention mechanisms have been
proposed to enhance interpretability since attention scores can quantify the importance
of words or reviews.

To overcome those problems, in this study, a dual-feature processing module con-
sisting of a CNN and a bidirectional Long Short-Term Memory (LSTM) [11] network is
proposed to reduce information loss. In the proposed module, a CNN is used to extract
short-distance features from textual reviews and supplemented with long-distance fea-
tures obtained by an LSTM. Besides, every comment is modeled by a dual-dimension at-
tention mechanism to improve the interpretability and to judge the importance of reviews
and words. In addition, a dynamic word vector BERT(Bidirectional Encoder Represen-
tations from Transformers) [12] is exploited, and the word vector is calculated according
to the context.

The contributions of this paper can be summarized as follows:

1. A neural network model DNRDR, which uses word vectors embedded with
BERT as input and a dual-feature processing module to extract short- and long-
distance features of users or items review texts, is proposed.

2. Interpretable attention mechanisms, i.e., the word-level attention mechanism
used to differentiate the importance of every word and the review-level attention
mechanism used to judge the usefulness of every review, which can enhance both
interpretability and visualization of a recommender, are introduced.

3. Comparative experiments on four benchmark datasets from Amazon are con-
ducted, and the experimental results have shown that the proposed DNRDR out-
performs the baseline recommendation methods. In addition, the proposed text
processing module has been proven to be effective in other review-based mod-
els, and the interpretability and visualization benefits from the proposed dual-
dimension attention mechanism have also been demonstrated.

2. Related Work

There are two research branches closely related to the subject studied in this work. One
includes the review-based recommender systems proposed in recent years, and another
includes methods for extracting review features.

2.1. Review-based recommender systems in recent years

The Matrix Factorization (MF) [2] that simulates a user’s explicit feedback, such as a
score, by mapping users and items to a potential space has attained great attention in
recent years [2, 4, 5, 13], but it is strongly influenced by sparsity. This limitation can
be overcome by introducing review-based models [7, 9, 14, 15, 16], where reviews are
mapped to the hidden space so that the neural networks can effectively extract advanced
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features. However, most recommenders combine all reviews of users (items) into one
long document that is used as an input. Although this approach lowers the prediction
error, it neglects differences between reviews. For instance, users comments can refer to
a variety of goods, so it would be absurd to predict a score of a movie based on reviews of
electronic products. In the 2018 World Wide Web Conference, the NARRE [10] used a
review-level attention mechanism to determine the usefulness of every review and further
improved the prediction accuracy.

2.2. Review features extraction

The core of the review-based recommender systems is feature extraction from review
texts. Many text-processing methods based on deep learning technology have been pro-
posed recently, and good performances have been achieved. The TextCNN [17] conveys
word embeddings into a one-dimensional convolution layer, obtaining sentences of a
fixed length by pooling operation. In [18], it has been proved that CNNs can extract lo-
cal features but not long-distance features. Compared to the CNNs, RNNs adopt a linear
sequence structure to collect input information from the front to the back continuously,
which could easily cause a severe gradient disappearance or gradient explosion [11]. In
order to solve this problem, in the proposed model, an LSTM is introduced, adding in-
termediate state information, so as to alleviate the gradient disappearance problem. With
respect to the word embedding, the Transformer [19] was proposed in 2017 by Google
in the in the research article about the machine translation task. It abandons the tradi-
tional neural network architectures and completely relies on the attention mechanism.
The BERT [12] model based on the Transformer can effectively extract context infor-
mation and thus provides significant progress in the field of natural language processing
[20, 21, 22, 23].

3. OUR PROPOSED MODEL
3.1. Structure of DNRDR

This section presents the proposed DNRDR model. As shown in Fig 1, our proposed
model consists of two similar networks connected in parallel. Since the network structure
of the item part is the same as that of the user part, this section focuses on the left part of
the network that processes user input data.

The DNRDR input is a group of reviews, including j user reviews of d words
{Ru1,R2, ..., Run}, which are then mapped by BERT [12] to a comment matrix W, , €
R/*4*" where n refers to the word vector dimension. The BERT mapping is performed

on each item review to obtain an item comment matrix W; . € R/ Xd*%n_where j' refers to
the review number of each item.

In the proposed model, the word-level attention module is first used to learn the most
informative words. Assume w,,_jope; € R is a weight matrix of the input word vector;
then, the weighting scores for a word are computed as follows:

Si= softmax(Wa X G(Ww—level X vvu,ri)7i € [1,]] (D
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Figure 1. The structure of Dual-feature Neural Recommender with Dual-attention using Reviews is divided
into User part(Left), Rating Matrix(Middle) and Item part(Right) from a horizontal perspective. From a lon-
gitudinal perspective, the model consists of Embedding Layer, Encoder Layer, Fusion Layer and Prediction
Layer.

where W, € R are the attention parameters and 7 is the hyperparameter of the attention
dimension. o represents the tanh function for the activation function. S; € R'*¢ are the
attention scores for each word. Then let O,; = S; x Wy, ;,,i € [1, j] be the weighted word
vectors.

The encoder layer is the core of DNRDR, consisting of two parallel networks that
extract the long and short distance features of the review texts, respectively. The long-
distance review features for a word #,,; are obtained through a two-way LSTM. Then, the
2[-dimensional features of the d words are used to obtain the hidden state of the LSTM
network h,,; € R9*24!;

hup =hg ©hp @ ... ©hy,i € [1, ] 2

Then a fully connected layer is used to prepare the long- and short-distance features
for merging by setting them to the same dimension. The short-distance reviews features
are obtained by a convolutional layer composed of m neurons where each neuron is
associated with a convolution kernel as follows::

0;i =ReLU (O, * K; +b;) 3)

where b; is the paranoid term, and * represents the convolution operation.

Suppose {01,02,...,04-11} are the features obtained by (5), the final feature of
the convolution kernel can be calculated using the maximum pooling [24] operation so
the short-distance review features Reviewc are merged with the features obtained by m
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neurons. Then the long- and short-distance features of the user’s reviews are combined
to obtain the user’s text features Review,, € RI*2".

The review-level attention machanism [25] is utilized to judge which reviews are the
most useful. The attention score vector describes the usefulness of reviews, and it is used
to weigh each of the comments as follows:

oz = softmax(tanh(w,_jeye; X Reviewy, ")) 4

where o € RV, w,_ e € R/ are the parameters. The attention score vector de-
scribes the usefulness of the reviews, and it is used to weight each of the commentsF;, €
R/ as follows:

F,, = o X Reviewy, 5)

Similarly, the weighted features F;; of an item’s review texts can be obtained. Then the
proposed model uses LFM [2] which is an algorithm based on matrix factorization tech-
nology, to extract the hidden factors of users F, and items Fj; in the rating matrix.

In the fusion layer, user review features and user rating featuresare are concatnated
to a unified vector Fy; and the item features F; can be gained in the same way. Then the
prediction layer predicts the users rating for item by using the dot product to map user
and item features to the same space as follows:

Ryi= 0 x (Fy @ Fp) + by +bi+ (6)
where  is the fully connected layer parameter.

3.2. Model Learning

L= Z (?u7,'—r,,7i)2 (7)

uiel’

I' represents the user-item datasets, 7, ; is the predicted score of user u for product i,
and r,; is the true rating in the training set. In order to minimize the loss function, the
Adam (Adaptive Moment Estimation) [26] estimator is used as an optimizer. In order to
prevent overfitting, the dropout [27] is used to solve this problem, whose main idea is to
randomly discard some neurons during the training process.

4. EXPERIMENTAL VERIFICATION
4.1. Datasets

In the experiments, four public datasets from the Amazon 5-core [28] review datasets
were used including Digital_Music (DM), Movies_and_TV (MT), Kindle_Store (KS),
Toys_and_Games (TG). Every user and item in these sets contains at least five reviews.
The smallest dataset is TG, which contains 167,597 samples; thus, they all have enough
samples to build and verify the model, i.e., they contain enough semantic information to
guide modeling the nerual networks.
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Table 1. Prediction Performance of different models

NMF LFM SVD++ HFT DeepCoNN D-Attn NARRE DNRDR

Digital Music 1.228 0.851 0.837 0.849 0.828 0.819 0.816 0.796*
Movies_and_TV 1415 1281 1.273 1.211 1.019 1.048 0.998 0.981%*
Kindle_Store 0995 0.623 0.616 0.622 0.614 0.611 0.606 0.593*
Toys_and_Games 1.429 0.869 0.856 0.852 0.849 0.840 0.835 0.827*

4.2. Baselines

We compare our model with the state-of-the-art recommendation models including the
NMF [4], LFM [2], SVD++ [5], HFT [29], DeepCoNN [9], D-Attn [7] and NARRE [10].
The NMF, LFM, and SVD++ models ultilized only the rating matirx in the model training
phase, while the DeepCoNN and D-Attn models used only the reviews; the NARRE used
the review texts and incorporated the information on ratings.

4.3. Data Preprocessing

Particularly, the preprocessing task included converting all characters to lowercase, de-
tecting and correcting spelling errors, deleting punctuation marks, stop words and num-
bers. The stop word frequency was set to 0.7. To prevent the long tail effect, the length
and number of reviews covering 80% of users (items) were used in the experiment; every
user (item) retained 12 comments, and every comment retained 200 words. The overall
dataset were randomly divided into training set (80%), validation set (10%) and test set
(10%), and the reviews in the test and validation set were removed.

5. RESULTS ANALYSIS
5.1. Prediction Performance

We use the mean square error (MSE) as the evaluation index of model performance. The
prediction performance of our model and the comparison models are shown in Table 1,
where it can be seen that the proposed model outperformed all the baseline models on all
datasets, which proved the effectiveness of the proposed model. It can be concluded that,
compared with the traditional NMF, LFM, SVD++, and HFT models, the DeepCoNN,
D-Attn, and NARRE models and the proposed model that used the deep learning meth-
ods performed better, demonstrating that the neural networks could extract user prefer-
ences and item features contained in the review texts. Among the models considering re-
views, the prediction errors of the HFT, DeepCoNN, and D-Attn models were larger than
those of the NARRE model and the proposed model. This was expected since the HFT,
DeepCoNN, and D-Attn model integrated all review texts into one document for further
processing, ignoring differences between the reviews. Besides, they did not consider the
rating matrix, so part of the information was lost.

5.2. Attention Mechanism Visualization

To demonstrate the word- and review-level attention mechanisms, the words with a high
word-level attention score are highlighted in Table 2; the words with the highest scores
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Table 2. Visualization of the attention mechanisms

A and album. The Memory of Trees is a masterpiece

of  subtlety . Many of the songs have an _ to them -
og =0.221

soft piano and a -, quiet voice. For | certain, The Memory Of Trees is

I got this album on vinyl when it came out in the 70s. A |lot of people didn’t ' know
about this cd when it came out. This was and still is a - buy. The singing is

-.This isa must album with | such - Seems - they - get

old.

o, =0.096

are colored in gray, the middle ones in light gray, and the lowest ones are not colored. A
group of reviews for an item were randomly selected. The review-level attention scores
that indicate the importance of the review are presented on the left side in Table 2.

The results showed that the two attention mechanisms greatly improved model in-
terpretability. In terms of the word-level attention, the trivial pronoun words were ne-
glected by the model and words rich in the features of users or items were considered.
For instance, in Table 2, the conjunction "and" in "For certain, The Memory Of Trees is
melodic, romantic and sensuous." is not colored, which indicates the model considered
it unimportant. On the contrary, "melodic”, "romantic" and "sensuous" that describe the
characteristics of the music are marked. With respect to the review-level attention mech-
anism, the scoring alphay of the first review was higher than those of the other mecha-
nisms, which proves the effectiveness of the proposed attention mechanisms because it
is easy to find that the first review contains more instructive information about the item.
In contrast, only general opinions and irrelevant information can be obtained from the
second review.

6. CONCLUSIONS

This paper proposes a deep learning model DNRDR based on the rating matrix and re-
view texts, which can learn long- and short-distance features of review texts. The pro-
posed model can visualize the learned features by the word-level attention mechanism
and can improve the interpretability of recommender systems by the review-level atten-
tion mechanism. The proposed model is verified by experiments and compared with a
few state-of-the-art models. The experimental results show that the proposed method can
reduce the error of prediction scores. Additional experiments are conducted to demon-
strate that the proposed DNRDR can deal with the cold start problem more effectively
than the related models by fusing the comment text with the ratings rather than using the
rating matrix alone, hence could achieve better recommendation results on e-commerce
websites.
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