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Abstract. Cardiovascular disease (CVD) is one of the major causes of death all over 

the world and the mortality rate is higher than other causes. Hence, we propose a 
novel deep neural network (DNN)-based prediction model for the major adverse 

cardiovascular event (MACE) occurrences in patients with non-ST-Elevation 

myocardial infarction (NSTEMI) to improve the prediction accuracy of CVD. The 
research contents are described as follows. First, for the experiment, we use the 

Korean Acute Myocardial Infarction Registry (KAMIR-NIH) dataset with 2 years 

follow-ups and then preprocess the extracted data, such as processing the missing 
values, solving the imbalance problem, and applying the normalization meth to scale 

all the datasets in the same range for the experiment. Then we design a DNN-based 

prognosis model for the occurrences of MACE in NSTEMI patients. Finally, we 
evaluate the proposed model’s performance and compare it with several applied 

machine learning algorithms, such as logistic regression, K-Nearest Neighbors, 

decision tree, and support vector machine. The result shows that the performance of 
our proposed method outperformed other machine learning-based prediction models. 
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1. Introduction 

Cardiovascular disease (CVD) has been one of the major problems for all human beings 

and is considered the highest cause of mortality globally. There was an approximated 

17.9 million death from CVD and accounted for 31% of all worldwide deaths in 2016 

[1]. In addition, the CVD death is also severe in South Korea [2]. The treatment of the 

patients who suffering the CVD is expensive in hospitals. Therefore, the prediction of 

CVD at the early step is necessary for all people, especially for the aged, since the CVD 

burden will rise a lot with population aging [3]. Traditional prediction of the CVD has 

concentrated on regression-based models like Global Registry of Acute Coronary Events 
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(GRACE) [4], Framingham risk scores [5], Thrombolysis in Myocardial Infarction 

(TIMI) [6], etc. Even though those regression-based models are commonly accepted 

tools for CVD, they were developed long since and cannot address the complex 

interactions between the risk factors [7, 8, 9].  

Recently, various machine learning (ML) techniques have been developed for the 

prediction of CVD, which can reveal the complex interactions between different risk 

factors and also improve the accuracy of the prognosis model [7-10]. A ML-based 

prognosis model for the 1-year mortality was applied in Korean acute coronary syndrome 

patients using several ML algorithms such as generalized linear model (GLM), gradient 

boosting machine, etc., which showed that the ML-based prediction models enhanced 

the performances than the traditional regression-based GRACE model [7]. In addition, a 

paper used ML-based methods such as GLM, decision tree models, and Bayes models to 

predict the mortality of in-hospital for Chinese patients with ST-Elevation myocardial 

infarction (STEMI), which achieved higher prognosis performance than the previous in-

hospital mortality prognosis STEMI models [10]. On the other hand, as a set of ML 

methods, the deep learning (DL) techniques also have shown strong abilities in many 

domains recently because of the increase of computational power [11]. In a paper, the 

authors developed a DL-based AI algorithm to predict the mortality of acute heart failure 

patients [12]. Another paper also generated a DL-based prognosis model of the 

occurrences of major adverse cardiovascular event (MACE) during the 1, 6, and 12-

month follow-ups after discharge in patients with acute myocardial infarction using a 

deep neural network (DNN), where the result showed that the DL-based prediction model 

was superior to the GRACE model [13]. Nevertheless, most of the previous studies, 

which have used the conventional regression or ML-based models with limited risk 

factors, could not predict CVD accurately.   

Hence, we propose a novel AI-based prognosis model using the DNN to get more 

accurate performance for the prognosis of MACE occurrences in patients with non-ST-

Elevation myocardial infarction (NSTEMI). The research contents are shown as follows. 

Firstly, we extract the experimental NSTEMI patients’ data from the raw KAMIR-NIH 

dataset and preprocess it by dealing with the missing values, solving the imbalance 

problem, and using the normalization approach to scale all the experimental data in the 

same range for the experiment. Secondly, we develop our DNN-based prognosis model 

for the MACE occurrences in NSTEMI patients. Finally, we evaluate and compare the 

performance of the proposed model with several popular machine learning algorithms, 

such as logistic regression (LR), K-Nearest Neighbors (KNN), decision tree (DT), and 

support vector machine (SVM). 

2. Materials and Methods 

The overall experimental framework of this paper mainly includes three parts, which is 

shown in Figure 1. The first part is the data extraction and preprocessing of the raw 

KAMIR-NIH dataset, which extracts and preprocesses the dataset for the experiment. 

The second part is the model generation, where we design the proposed DNN-based 

model and apply the other ML-based prognosis models for the occurrences of MACE in 

NSTEMI patients. The final part is the performance evaluation, where the performances 

of the proposed DNN-based and other ML-based prognosis models are evaluated and 

compared by several useful performance measures. 
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Figure 1. The overall experimental framework

 

Figure 2. The process of data extraction. 

2.1. Data source and preprocessing 

The KAMIR-NIH dataset is used for the experiment in this paper. It is the first 

nationwide, multi-center registry with CVD patients in South Korea [14]. The dataset 

extraction process for getting the experimental dataset is shown in Figure 2, which 

includes 5,800 NSTEMI alive patients with 2 years follow-ups. The extracted variables 

include total 60 numerical and nominal features, where the nominal features are gender, 

previous chest pain, chest pain, electrocardiogram (ECG) use at admission, Killip class, 

dyspnea, ST-change on ECG, previous angina pectoris, previous myocardial infarction 

(MI), previous cerebrovascular disease, previous heart failure, diabetes mellitus, 

hypertension, dyslipidemia, family history of early age ischemic heart disease, family 

history of heart disease, history of smoking, symptoms of MI, pre-TIMI flow of target 

vessel, post-TIMI flow of target vessel, percutaneous coronary intervention (PCI), MI 

ECG change, use of coronary angiogram (CAG), result of CAG, use of thrombolysis, 

outcome of thrombolysis, initial diagnosis of STEMI & NSTEMI, final diagnosis of 

STEMI & NSTEMI, coronary artery bypass grafting (CABG), use of ECG in hospital, 

discharge type of patient, MACE, and the numerical features comprise age, diastolic 

blood pressure (DBP), Systolic Blood Pressure (SBP), height, weight, heart rate, 

abdominal circumference, white blood cells (WBC), WBC lymphocyte, WBC neutrophil, 

platelet, hemoglobin, creatinine, glucose, total cholesterol, maximum creatine kinase MB, 
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maximum creatine kinase peek, TnI, low-density lipoprotein cholesterol, high-density 

lipoprotein cholesterol, hsCRP, HbA1c, BNP, NTproBNP, triglyceride, discharge heart 

rate, discharge DBP, discharge SBP. The target variable MACE is defined as myocardial 

infarction (MI), CABG, non-cardiac death, cardiac death, and re-percutaneous coronary 

intervention (re-PCI), whereas other events are considered as No_MACE. Nevertheless, 

there are numerous missing values in the extracted data. Therefore, we impute those 

missing values with zero in this paper to solve the missing values. In addition, the data 

imbalanced problem is obvious in our experimental data, where the ratio of the 

No_MACE and MACE is 15.8:1. Many different techniques were implemented to deal 

with the data imbalance issue, such as data sampling, cost-sensitive techniques, etc. [15]. 

This paper use one of the data sampling methods to overcome the imbalance issue for 

the experimental data, which is called borderline synthetic minority oversampling 

(Borderline-SMOTE1) [16]. It is an extension of the Synthetic Minority Oversampling 

Technique (SMOTE) technique [17], which can only produce synthetic minority cases 

to oversample the minority group along the decision boundary between the two classes 

[16]. After that, we apply the MinMaxScaler to normalize the training dataset into range 

0 to 1, and then use it to transform the test dataset for improving the prediction accuracy. 

The mathematical equation of the MinMaxScaler is shown in Eq. (1) [18]. 

                                                   (1) 

2.2. Proposed method 

A DNN is an artificial neural network with manifold hidden layers between the input and 

output layers [19]. In this paper, a DNN-based prognosis model was proposed which is 

presented in Figure 3. The proposed DNN-based prediction model includes two hidden 

layers. To get optimal performance, the neurons of each hidden layer are tuned by the 

grid search method because the grid search is simple to implement and parallelization is 

trivial [20], where there are 100 optimal neurons in each hidden layer. In modern 

artificial neural networks, the activation function is an important feature that decides 

whether a neuron should be activated or not. Many different types of typical activation 

functions like tanh, sigmoid, rectified linear unit (ReLU), etc. were introduced [21]. In 

this paper, the ReLU activation function is used by reason of its efficiency. It outputs the 

input directly if it is a positive value or simply replaces the input with zero if it is a 

negative value [21]. In addition, the Adam optimizer is used to update network weights 

iterative which is an extension to stochastic gradient descent-based optimizer and 

computationally efficient [22]. And during the model training, the dropout layer [23] 

(dropout rate=0.2) and early stopping [24] methods are used to reduce overfitting and 

improve the generation of DNN.  

We have compared the designed DNN-based prediction model with four popular 

ML-based prognosis models for MACE occurrences, such as LR [25], KNN [26], DT 

[27], and SVM [28], where the LR algorithm uses a sigmoid function to map the 

predicted values to probabilities within the range of [0,1] and then assign examples to a 

discrete set of classes; KNN algorithm captures the idea of similarity and put the new 

case into the category that is most similar to the available categories; DT algorithm learns 

simple decision rules using the tree representation to solve the classification or regression 

problems; SVM algorithm creates a hyperplane that can segregate a higher dimensional 

space into classes. The default parameters of the four ML algorithms in the scikit-learn 
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package are used to create the compared models, where the max_iter parameters of LR 

and SVM are set to 20,000 for the solvers to converge. 

 

Figure 3. Proposed deep neural network-based prediction model for MACE occurrences. 

2.3. Performance measures 

For the evaluation of our prediction model, we split our dataset as 70% training and 30% 

test dataset, where the training dataset is applied to create the proposed prognosis model 

for the occurrences of MACE in NSTEMI patients, and the test dataset is utilized to 

evaluate the performance of the proposed prediction model. The performance is 

evaluated by the precision, recall, F1-score, accuracy, and the area under the ROC curve 

(AUC) for the applied prediction models.  

3. Results and Discussion 

In the experiment, we proposed a DNN-based model for the prognosis of MACE 

occurrences in patients with NSTEMI. The performance of the proposed prediction 

model was compared with four popular ML-based prognosis models such as LR, KNN, 

DT, and SVM. The results of the performance comparison for the proposed and 

compared prognosis models are shown in Table 1, where the best results are presented 

in bold. The Receiver Operating Characteristic (ROC) curves of the proposed and 

compared prediction models are shown in Figure 4.  

The result shows that the performance of the proposed prognosis model 

outperformed other statistic-based, instance-based, and tree-based prediction models 

with the highest accuracy, precision, F1-score, and AUC scores as 0.9594, 0.9487, 

0.9611, and 0.9589, respectively, however, the KNN-based prediction model got the best 

recall as 0.9864. In addition, in the four compared prediction models, the DT and KNN-

based prediction models got higher performance with more than 91% accuracy than the 

LR and SVM-based models.  

Table 1. Results of the performance comparison of the proposed and compared prediction models. 

 LR SVM KNN DT Proposed Model 
Accuracy 0.7372 0.7372 0.9132 0.9248 0.9594 
Precision 0.7576 0.7612 0.8646 0.9197 0.9487 

Recall 0.7217 0.7152 0.9864 0.9361 0.9739 
F1-score 0.7392 0.7375 0.9215 0.9278 0.9611 

AUC 0.7378 0.738 0.9108 0.9245 0.9589 
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Figure 4. Receiver Operating Characteristic (ROC) curves of the proposed and compared prediction models.  

4. Conclusion 

In this paper, a DNN-based model was proposed for the prediction of MACE occurrences 

in NSTEMI patients using the KAMIR-NIH dataset with 2 years follow-ups. The 

performance of the designed DNN-based prognosis model was evaluated and compared 

with the other four ML-based models, which showed that the proposed DNN-based 

prognosis model achieved the greatest performance around 96% accuracy to the 

prognosis of MACE occurrences in patients with NSTEMI. Consequently, the DL 

method showed more accurate prediction results for MACE occurrences in NSTEMI 

patients. 

However, there are several limitations to this paper. First, the result of this paper is 

difficult to apply to other populations since we experimented on the Korean dataset. 

Second, we only applied one type of data sampling technique to oversample the minority 

class without comparing with other popular methods to solve the data imbalance problem. 
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